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Abstract: Coherent optical transponders are widely deployed in today’s long haul and metro optical
networks using dense wavelength division multiplexing. To increase the data carrying capacity,
the coherent transponder utilizes the high order modulation format and operates at a high baud
rate. The limited bandwidth and the nonlinearity are two critical impairments for the coherent
in-phase quadrature transmitter. These impairments can be mitigated by digital filters. However,
to accurately determine the coefficients of these filters is difficult because the impairment from
the limited bandwidth and the impairment from nonlinearity are coupled together. In this paper,
we present a novel method to solve this problem. During the initial power-up, we apply a sinusoidal
stimulus to the coherent IQ transmitter. We then scan the frequency and amplitude of the stimulus
and monitor the output power. By curve-fitting with an accurate mathematical model, we determine
the limited bandwidth, the nonlinearity, the power imbalance, and the bias point of the transponder
simultaneously. Optimized coefficients of the digital filters are determined accordingly. Furthermore,
we utilize a coherent IQ transponder and demonstrate that the limited bandwidth is improved by the
finite impulse response filter, while nonlinearity is mitigated by the memoryless Volterra filter.

Keywords: coherent communication; optical communication; pluggable module

1. Introduction

Today’s telecommunications infrastructure relies on optical fiber communications systems where
the coherent in-phase quadrature (IQ) optical transceiver is an essential component. To deliver
a large amount of information over a long distance, the high-order quadrature amplitude modulation
(QAM) running at a high baud-rate has been adopted in the long-haul transmission system [1,2].
The information is carried on two orthogonal domains. One domain is the in-phase (I) and quadrature
(Q), and the other domain is the two orthogonal polarizations, which are X and Y. Thus, four tributary
channels are formed, namely XI, XQ, YI, and YQ. Within each tributary, there are impairments due
to the limited bandwidth and nonlinearity. Among these tributaries, there are degrading effects due
to the time skew and power imbalance. In this work, we mainly focus on the impairments within
each tributary.

The limited bandwidth ultimately determines the highest achievable baud rate of the coherent IQ
transponder. It is critical to compensate for the limited bandwidth, particularly for the high baud rate
coherent IQ transponder. For example, the state-of-art system runs at the all-electronically multiplexed
symbol rate of 180 GBd (giga baud) [3]. The nonlinearity causes uneven distribution of the constellation
points in the complex plane and eventually limits the signal-to-noise ratio (SNR). Thus, it is equally
important to mitigate the nonlinearity for the coherent IQ transponder using the high order QAM.
As an example, the next generation coherent DWDM system uses the probability shaping constellation
(PSC) QAM [4], and the state-of-the-art demonstration utilizes 4096-PSC-QAM [5].
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The limited bandwidth is usually mitigated by the finite impulse response (FIR) filter through
the pre-emphasis process in the digital domain. For example, a 61 GBd coherent system can still
be demonstrated when the overall electrical bandwidth of the coherent IQ transceiver is less than
15 GHz [6]. To set the FIR filter, one needs to measure the system’s bandwidth accurately. A traditional
method is to apply a stimulus, for example a sinusoidal signal, to the Mach–Zehnder modulator
(MZM). By scanning the frequency of the stimulus and measuring the optical power from the output
of MZM, one can determine its bandwidth. To limit the influence of the nonlinearity, the sinusoidal
signal has a small amplitude. However, the actual analog signal generated by real data is a large
signal applied to the MZM to utilize the dynamic range of the coherent IQ transmitter fully. On the
other hand, the bandwidth measured with a large signal is influenced by the nonlinearity, making the
measurement result inaccurate.

Multiple methods have been demonstrated to mitigate the nonlinearity. In [7], a lightwave
component analyzer is used to determine the limited bandwidth by performing a small-signal
measurement. The limited bandwidth is compensated by the first-order kernel of the Volterra filter.
Next, the constellation diagram is recovered by the coherent receiver through the digital signal
processing (DSP). The second-order kernel and the third-order kernel of the Volterra filters are
adaptively updated through the indirect learning algorithm. In such a routine, the nonlinearity
is mitigated by minimizing the error function. In [8], the indirect learning algorithm is further
expanded so that the limited bandwidth, the time skew between the in-phase tributary and the
quadrature tributary, and the nonlinearity are simultaneously compensated by the Volterra filter. In [9],
the limited bandwidth, the time skew, and the nonlinearity are simultaneously detected by a high-speed
photodiode and a sampling oscilloscope. The high-order Volterra filter is used to compensate those
impairments. In [10], a look-up table (LUT) mitigates the nonlinearity and pattern-dependent distortion.
The 7-symbol LUT is trained by determining the difference between the training symbol and the actual
sample value for the signal. The known symbol sequence is identified by a sliding window, and the
address of the LUT is formed accordingly.

Although those developed methods can mitigate the nonlinearity, they rely on the high-speed
photodiode to perform optical-to-electrical conversion, and the high-speed digital-to-analog converter
(DAC) to perform the measurement. The setup is complicated and cannot be easily integrated within
the coherent transponder.

In this article, we demonstrate a novel method to compensate for the limited bandwidth and
mitigate the nonlinearity. The most significant advantage of the proposed technique is a simple
setup using the low-speed photodiode integrated into the coherent transponder. First, we establish
an accurate mathematical model describing the output from the MZM, taking into consideration the
limited bandwidth and the nonlinearity. Next, during the initial phase of the coherent transponder,
we demonstrate the simultaneous measurement of the limited bandwidth, the nonlinearity, the power
imbalance, and the bias point. From the measurement result, we determine the coefficients of the
FIR filter and the memoryless Volterra filter. Finally, we compensate for the limited bandwidth and
mitigate the nonlinearity of the coherent transmitter.

The article is organized as follows: In Section 2, we establish the mathematic model; in Section 3,
we show the measurement result and demonstrate the compensation of the limited bandwidth and the
nonlinearity; in Section 4, we discuss multiple aspects of the proposed technique; in Section 5, we draw
the conclusions.

The presence of bandwidth limitation and nonlinearity is not unique to the coherent optical
transponder. In other types of application, such as radio over fiber [11,12] and millimeter wave band
communication [13,14], the transmitter also suffers from the penalty due to bandwidth limitation
and nonlinearity. Thus, the novel method demonstrated in this paper can be adopted, modified,
and applied to different types of communication systems.
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2. Principle

Figure 1 shows a typical coherent IQ transmitter which consists of the digital signal processing
(DSP) application specific integrated circuit (ASIC) and the analog coherent optics (ACO). The layer
of forward error correction (FEC) adds the overhead error correction. Next, an FIR filter in the
tap-and-delay structure compensates the limited bandwidth. The FIR filter is Ts/2 spaced, where Ts is
the symbol period. A high-speed DAC converts the output of the FIR filter from the digital domain
to the analog domain. It is also possible to implement a nonlinear equalizer like the Volterra filter to
mitigate the nonlinearity. The analog electrical signal goes through the traces on the radio-frequency
(RF) print circuit board (PCB), the pluggable interface (if applicable), the linear RF amplifiers and then
are finally applied to the MZM.

The DAC, the RF trace on the PCB, the pluggable connector, the RF electrical amplifier, and the
MZM contribute to the limited bandwidth. The intrinsic transfer function of MZM in the form
of sinusoidal function and the nonlinear amplitude response within the data path contribute to
the nonlinearity.
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Figure 1. The block diagram of the coherent IQ transmitter and the DSP ASIC. PS: phase shifter, Pol-Rot:
polarization rotator. DAC input can be switched between RAM and regular path.

Also, an onboard random-access memory (RAM) can be implemented in the DSP ASIC for testing
and diagnosis. During the initial calibration, one can load RAM with the desired data pattern, and set
the output of the DAC according to the content in the RAM. After the initial calibration, one can switch
back to the regular data path. We utilize this feature to demonstrate our technique. Initially, during the
power-up, we load the RAM with a sinusoidal stimulus to one tributary at a time and write 0 to the
other tributaries. Thus, the output is from the tributary with the stimulus. Then, we can apply the
following equation

Pout = Pstdy cos2
(
0.5π(Vswing/Vπ + Vbias/Vnull)

)
, (1)

here Pout is the output from the IQ transmitter, monitored by a low-speed photodiode (PD). Pstdy is the
steady-state power of the tributary under stimulus, Vswing is the voltage applied to the MZM, Vπ is
the voltage achieving π phase shift, Vbias is the bias voltage applied to MZM, Vnull is the bias voltage
required for the null point (corresponding to π/2 phase shift), cos2() is the intrinsic transfer function of
the MZM.

VDAC is the maximum output voltage of the DAC, ILRF is the insertion loss of the RF traces,
GainAMP is the gain of the RF amplifier, BWMZM is the bandwidth of the MZM. The parameters
above are frequency-dependent and thus contribute to the limited bandwidth. Nsig and ω are the
amplitude and frequency of the sinusoidal stimulus. BitDAC is the number of bits of the high-speed
DAC, where the first bit is a sign bit. Consequently, Vswing can be expressed as the following:
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Vswing = Nsig sin(ωt) ∗VDAC(ω) ∗ ILRF(ω)

∗GainAMP(ω) ∗ BWMZM(ω)/2(BitDAC−1) , (2)

Furthermore, we define the normalized signal amplitude x, the bandwidth factor α, the bias factor
β, and the MZM phase shift ϕMZM. The output from the MZM is expressed as

x = Nsig/2(BitDAC−1), x ∈ [0, 1),
αω = VDAC ∗ ILRF ∗GainAMP ∗ BWMZM/Vπ,
β = Vbias/Vnull,
φmzm = 0.5παωx sin(ωt),
Pout(ω, x) = Pstdy cos2(φmzm + 0.5πβ)

, (3)

The nonlinear amplitude response is not included in Equation (3). In [15,16], the nonlinear response
is treated as a quadrature term in x. Adding nonlinear response, ϕmzm is expressed as

φmzm = 0.5παω
(
γωx2 + x

)
sin(ωt), (4)

here γ is the coefficient for a nonlinear response. The subscript of α and γ indicates that they are
dependent on the frequency.

Using the Jacobi–Anger expansion [17], one can show that Equation (4) can be written as
the following

Pout(ω, x) = 0.5Pstdy + 0.5Pstdy cos(πβ)J0
(
παω

(
γωx2 + x

))
+Pstdy cos(πβ)

∞∑
m=1

J2m
(
παω

(
γωx2 + x

))
cos(2mωt)

−Pstdy sin(πβ)
∞∑

m=1
J2m−1

(
παω

(
γωx2 + x

))
sin((2m− 1)ωt)

, (5)

here, Jm( ) is the first-kind m-th Bessel function. The average output power over the time Pavg(ω,x),
detected by a low-speed PD, can be expressed as

Pavg(ω, x) = 0.5Pstdy
[
1 + cos(πβ)J0

(
παω

(
γωx2 + x

))]
, (6)

We fix ω and scan the amplitude of the sinusoidal stimulus between 0 and 2ˆ(BitADC-1). We get
a curve of Pavg(ω,x) versus x. The underlying fitting parameter [Pstdy, αω, β, γω] can be extracted using
a curve fitting method like sequential quadratic programming (SQP). The SQP minimizes the relative
root-mean-square (RMS) error

Errrms =

K∑
k=1

[
PMeas

avg (xk) − PFit
avg(xk)

]2

K
[
PMeas

avg (xk)
]2 , (7)

where superscript “Meas” and “Fit” indicate the measurement results and the fitting results. Here K
and k are the total measurements and the index of measurement.

Next, we scan the frequency from a value close to DC (for example, a few GHz) to the value of
the baud rate. We record the optical power from each tributary when the amplitude of the sinusoidal
stimulus is varied from zero to full swing. We perform the curve fitting according to Equations (6)
and (7). Then, we determine the αω and γω over the different frequencies. Accordingly, we find the
coefficients of the FIR filter and Volterra filter to mitigate the limited bandwidth and the nonlinearity.
Furthermore, the power imbalance between tributaries and the bias point of the MZM can be decided
by Pstdy and β. The DAC’s input returns to the regular data path for normal operation after the
impairments are calibrated.
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3. Experimental Results

3.1. Measured Bandwidth and Nonlinearity

The proposed technique is validated on a pluggable CFP2-ACO module (CFP2 form factor analog
coherent optics) and a DSP ASIC [18]. The pluggable module is a class-2 CFP2-ACO with a linear RF
amplifier, which can support 200 Gb/s (gigabit per second) traffic using 16-QAM or 300 Gb/s traffic
using 64-QAM, at the baud rate of ~30 GBd. The DSP ASIC has the built-in RAM, allowing the scanning
of sinusoidal amplitude and frequency as discussed above. To minimize any interruption during the
initial calibration, the gain of the RF amplifier and the bias point of MZM remain constant.

Figure 2 shows the results over four tributaries with ω = 3.77 GHz. Table 1 shows the fitting
parameters and relative RMS error. The fitting curves and the measured curves almost overlap,
which indicates that the proposed model in Equation (6) is very accurate. In addition, the power
imbalance between tributaries and the bias point are determined accordingly.
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Table 1. Fittings parameters for four tributaries.

Parameters 1 XI Trib XQ Trib YI Trib YQ Trib

Pstdy(mW) 0.2712 0.2423 0.2891 0.2613
α 1.7396 1.7042 1.6991 1.7803
β 1.0000 1.0000 1.0000 1.0000
γ −0.4503 −0.4421 −0.4429 −0.4542

Errrms 4.02 × 10−2 4.18 × 10−2 3.95 × 10−2 3.98 × 10−2

1 ω = 3.77 GHz.

Next, we scan the frequency of the sinusoidal stimulus, repeat the measurement and extract
the fitting parameters. The purpose is to determine those parameters’ dependency on the frequency
component. Ideally, we can also extract four fitting parameters from the measurement curve. However,
the output power from MZM is quite low at the high frequency close to the baud rate due to the limited
bandwidth. We experience a large fitting error if we use four fitting parameters. As the steady-state
power remains relatively unchanged, and the bias point has a negligible drift over time, we can assume
that Pstdy and β remain unchanged over the different frequencies. Thus, we only extract four fitting
parameters from the measurement curve using a sinusoidal stimulus running at a low-frequency ω,
for example at 3.77 GHz as shown in Figure 2. We then apply the same Pstdy and β values to all other
measurement curves at different frequencies. We extracted the fitting parameters α and γ for various
frequencies. This improves the fitting error, particularly when ω is close to the baud rate. Over the
different frequency, the model is accurate as shown in Figure 3.
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Then, we determine the limited bandwidth by dividing the α value at a higher frequency with the
α value at 3.77 GHz, which is low enough to be used as the reference point. The limited bandwidth α
is plotted in Figure 4 on the left axis. We also calculate the limited bandwidth determined through
traditional power measurement. It is done through the following steps: one fixes Nsig, then scans ω,
and measures the average output power Pavg. Then, the Pavg at the higher frequency is divided by
the Pavg close to the DC frequency to determine the limited bandwidth. It is noticeable that both the
small-signal result (for example, Nsig = 32) and the large-signal result (for example, Nsig = 127) show
the deviation against the actual bandwidth (α curve). The reason is that the nonlinear response causes
the actual phase shift applied to MZM to be smaller than the intended value.
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The nonlinear response γ is plotted in Figure 4 towards the right axis. One can notice that within
the Nyquist frequency (ΩNY), the dependency of γ onω is small. In addition, all frequency components
within ΩNY will have roughly the same amplitude when the limited bandwidth is compensated. Thus,
we can define the average nonlinear response γavg within the Nyquist frequency. Since Nyquist pulse
shaping is widely used to improve the spectral efficiency, we ignore the frequency components outside
ΩNY which are eliminated by the sharp roll-off of the Nyquist filter.Appl. Sci. 2019, x, x 7 of 12 
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To mitigate the nonlinear response, a quadratic equation is first solved. There are two roots for
the quadratic equation. We can choose the correct root because the normalized amplitude x is between
0 and 1. Furthermore, to obtain the coefficients of the Volterra filter for compensation of nonlinearity,
a Taylor expansion is performed around the zero point, as shown below:

y = γavgx2 + x
x =

(√
1 + 4γavgy− 1

)
/2γavg ≈ y− γavgy2 + 2γ2

avgy3 , (8)

As seen, the coefficients of a memoryless Volterra filter are exactly the coefficients of a Taylor
expansion. Thus, a third-order memoryless Volterra filter can be implemented in DSP ASIC to reverse the
nonlinear response. The coefficients of the Volterra filter are simple and directly correlated to nonlinear
response γavg. Furthermore, MZM’s transfer function is a sinusoidal function. Its compensation
function is “arcsin” function which can be realized through a LUT in the DSP ASIC.

As discussed in [7], the coherent transmitter can be modeled as a Wiener system, where the
static nonlinear response follows the dynamic linear response. To compensate for the Wiener system,
a Hammerstein system is used, where the static nonlinear equalization is placed in front of the dynamic
linear equalization [19].

Figure 5 shows the block diagram of the proposed DSP architecture. The digital signal is
first pre-distorted by the third-order memoryless Volterra filter to mitigate the nonlinearity. Then,
the sinusoidal transfer function of the MZM is compensated by the “arcsin” LUT. At last, the limited
bandwidth is compensated through the pre-emphasis implemented by the FIR filter. The tap coefficients
of the memoryless Volterra filter is decided by γavg and the tap coefficients of the FIR filter is set such
that the frequency response of the FIR filter is inversely proportional to the limited bandwidth (α).



Appl. Sci. 2019, 9, 1758 8 of 12
Appl. Sci. 2019, x, x 8 of 12 

 
Figure 5. Proposed DSP block diagram. (a) The proposed structure of the FIR filter is shown in detail. 
a0, a1, a2, and the rest are the tap coefficients determined from α. (b) The proposed structure of the 
Volterra filter is shown in detail. 

3.2. Compensation for Bandwidth and Nonlinearity 

To demonstrate this technique, we generate 300 Gb/s signal using 64-QAM format at 
approximately 30 GBd. This maximum baud rate is limited by our DSP ASIC. The DSP ASIC currently 
has no built-in Volterra filter. Thus, our proposed DSP architecture cannot be realized directly 
through the data path. So, the pseudo-random binary sequence (PRBS) is first generated. Then, the 
Gray coding is applied to map the QAM signal so that there is only a one-bit difference between the 
adjacent constellation points. Next, the memoryless Volterra filter and the ‘arcsin’ function are 
applied to the signal. In the end, the signal is convoluted with an FIR filter. There are multiple 
functionalities of the FIR filter: to overcome the limited bandwidth α coming from the components 
on the data path; to perform Nyquist pulse shaping using root raised cosine (RRC) filter with the roll-
off factor of 0.1 [20]; to compensate the skew among the tributaries [21]. The data stream is loaded 
into the on-chip RAM and the output of the DAC is set according to the data in the RAM. 

The coherent transmitter then converts the electrical signal to an optical signal. The optical 
output from the coherent transmitter is further captured by a coherent receiver, which consists of 90-
degree optical hybrid, balanced photodiodes, and linear trans-impedance amplifiers. An integrated 
tunable laser assembly (ITLA) serves as the local oscillator (LO). The electrical signal is then 
converted from the analog domain to the digital domain through a real-time oscilloscope (80 G 
samples per second, 33 GHz bandwidth). 

The offline DSP is used to generate a constellation diagram and count the bit error rate. The DSP 
processing steps are similar to those described in [22]. First, a static equalization with a matched RRC 
filter is implemented in the time domain. Second, the chromatic dispersion is compensated in the 
frequency domain. Next, the polarization de-multiplexing and the compensation of polarization 
mode dispersion are implemented through an adaptive equalizer using the radius directed 
equalization (RDE) [23]. Then in the following steps, the timing is recovered using Gardner’s method, 
the frequency offset is estimated, the carrier phase is recovered, and the symbol is determined. The 
detailed diagram for the experimental setup is shown in Figure 6. 

Figure 5. Proposed DSP block diagram. (a) The proposed structure of the FIR filter is shown in detail.
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Volterra filter is shown in detail.

3.2. Compensation for Bandwidth and Nonlinearity

To demonstrate this technique, we generate 300 Gb/s signal using 64-QAM format at approximately
30 GBd. This maximum baud rate is limited by our DSP ASIC. The DSP ASIC currently has no built-in
Volterra filter. Thus, our proposed DSP architecture cannot be realized directly through the data path.
So, the pseudo-random binary sequence (PRBS) is first generated. Then, the Gray coding is applied
to map the QAM signal so that there is only a one-bit difference between the adjacent constellation
points. Next, the memoryless Volterra filter and the ‘arcsin’ function are applied to the signal. In the
end, the signal is convoluted with an FIR filter. There are multiple functionalities of the FIR filter:
to overcome the limited bandwidth α coming from the components on the data path; to perform Nyquist
pulse shaping using root raised cosine (RRC) filter with the roll-off factor of 0.1 [20]; to compensate the
skew among the tributaries [21]. The data stream is loaded into the on-chip RAM and the output of the
DAC is set according to the data in the RAM.

The coherent transmitter then converts the electrical signal to an optical signal. The optical output
from the coherent transmitter is further captured by a coherent receiver, which consists of 90-degree
optical hybrid, balanced photodiodes, and linear trans-impedance amplifiers. An integrated tunable
laser assembly (ITLA) serves as the local oscillator (LO). The electrical signal is then converted from
the analog domain to the digital domain through a real-time oscilloscope (80 G samples per second,
33 GHz bandwidth).

The offline DSP is used to generate a constellation diagram and count the bit error rate. The DSP
processing steps are similar to those described in [22]. First, a static equalization with a matched RRC
filter is implemented in the time domain. Second, the chromatic dispersion is compensated in the
frequency domain. Next, the polarization de-multiplexing and the compensation of polarization mode
dispersion are implemented through an adaptive equalizer using the radius directed equalization
(RDE) [23]. Then in the following steps, the timing is recovered using Gardner’s method, the frequency
offset is estimated, the carrier phase is recovered, and the symbol is determined. The detailed diagram
for the experimental setup is shown in Figure 6.
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Figure 6. Experimental setup. A power meter is used to perform initial calibration with sinusoidal
stimulus. Coherent receiver and real-time oscilloscope are used to recover the constellation diagram.
The processing steps of DSP are also shown.

The constellation diagram can only be recovered when the limited bandwidth is compensated
by the FIR filter. We compare the constellation diagram before and after the compensation of the
nonlinearity, as shown in Figure 7. The gain of RF amplifier is set to a high value so that MZM is
driven into a nonlinear region. As seen, without the compensation of nonlinearity, the constellation
points are crowded and blurry. After the nonlinearity is mitigated, the constellation points are linearly
distributed and separated.
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Both results are obtained with bandwidth compensation and arcsin compensation.

The improvement in Q2 factor is approximately 0.3 dB. The improvement is smaller than expected
due to the hardware implementation penalty at 64-QAM. In our setup, the implementation penalty
is higher than expected, mainly due to the limit effective number of bit (ENOB) in DAC and ADC.
The implementation penalty acts as a noise floor for our system. The contribution from the nonlinearity
is small compared with the implementation penalty. After removing the nonlinearity, the performance
of the coherent transponder is still dominated by the implementation penalty. Thus, the improvement
from the mitigation of the nonlinearity is smaller than expected.

4. Discussion

During the measurement of limited bandwidth and nonlinearity, we adjust the bias voltage so
that the MZM is biased at its null point. The optimal bias voltage can be obtained by turning off the
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modulation signal and scanning the bias voltage. The bias voltage resulting in the minimum output
power is the optimal voltage. The coherent IQ transmitter in our experiment is fabricated in Indium
Phosphide (InP) material and its bias point is stable during the measurement. As seen from Table 1,
the measured bias point factor is close to 1, indicating that the bias point is stably held at the optimal
null point. During the measurement, the automatic bias control (ABC) circuit, which is based on the
dithering of bias voltage, is turned off to avoid any potential interference. During the normal operation,
the ABC circuit is enabled so that any long-term drift can be compensated.

In addition to the limited bandwidth (α) and the nonlinearity (γ), our method can also measure the
power imbalance (Pstdy) among tributaries and the bias setting point (β). To achieve optimal performance,
the power imbalance among the tributaries needs to be minimized. Our method offers a novel way to
measure the power imbalance. Once measured, the power imbalance can be compensated by adjusting
the variable optical attenuator or the semiconductor optical amplifier which can be integrated into the
coherent transmitter [24]. The bias setting can be also optimized by adjusting the bias voltage applied
to the MZM.

The frequency and the amplitude of the sinusoidal stimulus are controlled in the digital domain.
Thus, the sinusoidal stimulus is generated with high accuracy. Nsig and ω can be scanned with a fine
step, and the corresponding Pavg can be measured. It is well known that by measuring multiple data
points and applying the curve fitting, the measurement accuracy can be greatly improved. Assuming
K as the total measurement points, the improvement in the accuracy is proportional to the square root
of K. In this way, we can significantly improve the measurement accuracy of the limited bandwidth,
the nonlinearity, the power imbalance and the bias point among the four tributaries.

A Volterra filter which has multiple taps (memory) in the high-order kernels can mitigate the
frequency-dependent nonlinear effect. In [7], the memory depth of the second-order kernel is 7 and the
memory depth of the third order kernel is 7. Note that the frequency-dependent nonlinear response is
also captured during our measurement. Thus, the coefficients of the Volterra filter with the memory
can be determined accordingly. However, the Volterra filter with the memory has higher complexity,
larger power consumption, and greater latency. The trade-off between performance and complexity
should be carefully considered. In this work, we utilize the memoryless Volterra filter to mitigate the
average nonlinearity for its simplicity. Thus, the frequency-dependent component of the nonlinearity
is neglected. Still, a noticeable improvement was observed after the nonlinearity compensation was
realized, particularly for MZM working in the nonlinear regime.

5. Conclusions

Next-generation coherent transponders operate at high baud rate and utilize advanced QAM
modulation. For these transponders, the limited bandwidth and the nonlinearity are two severe
impairments which need to be mitigated. The limited bandwidth is mitigated by the FIR filter and the
nonlinearity is mitigated by the memoryless Volterra filter for its simplicity.

A novel technique to determine the tap coefficients for the FIR filter and the memoryless Volterra
filter is presented. A sinusoidal stimulus is applied during the initial power-up. We then scan
the amplitude and frequency of the sinusoidal stimulus and monitor the output from the coherent
transmitter. Then, we use the curve fitting method to determine the underlying parameters of the
coherent transmitter, such as the limited bandwidth, the nonlinearity, the power imbalance among the
tributaries, and the bias point. Accordingly, we determine the tap coefficients of the FIR filter and the
tap coefficients of the Volterra filter.

We apply this technique on a DSP ASIC and a coherent CFP2-ACO transponder. We drive the
coherent IQ transponder into the highly nonlinear regime. When the nonlinearity is mitigated by
the memoryless Volterra filter, we achieve a noticeable improvement in the constellation diagram.
After the compensation of the limited bandwidth and the nonlinearity, we demonstrate a coherent IQ
transponder with 300 Gb/s data rate using the 64-QAM modulation format and running at the 30 GBd
baud rate.
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