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Abstract: Because of the low accuracy of the current machine olfactory algorithms in detecting two
mixed gases, this study proposes a hybrid gas detection algorithm based on an extreme random
tree to greatly improve the classification accuracy and time efficiency. The method mainly uses
the dynamic time warping algorithm (DTW) to perform data pre-processing and then extracts the
gas characteristics from gas signals at different concentrations by applying a principal component
analysis (PCA). Finally, the model is established by using a new extreme random tree algorithm to
achieve the target gas classification. The sample data collected by the experiment was verified by
comparison experiments with the proposed algorithm. The analysis results show that the proposed
DTW algorithm improves the gas classification accuracy by 26.87%. Compared with the random
forest algorithm, extreme gradient boosting (XGBoost) algorithm and gradient boosting decision tree
(GBDT) algorithm, the accuracy rate increased by 4.53%, 5.11% and 8.10%, respectively, reaching
99.28%. In terms of the time efficiency of the algorithms, the actual runtime of the extreme random
tree algorithm is 66.85%, 90.27%, and 81.61% lower than that of the random forest algorithm, XGBoost
algorithm, and GBDT algorithm, respectively, reaching 103.2568 s.

Keywords: machine olfaction; gas recognition; extreme random tree; dynamic time regulation;
random forest; feature engineering

1. Introduction

In the development of electronic technology and artificial intelligence, sensing applications and
machine learning algorithms are becoming increasingly intelligent, which promotes the continuous
development of machine olfaction. This introduction will briefly place this study in a broad context
and highlight why it is important. Machine olfaction is a new type of biomimetic detection technology,
which can be used to simulate the working mechanism of biological olfaction. It is often used in the
analysis and detection of various gases, such as in pollution control [1,2], medical technology [3,4], and
oil exploration [5]. Researchers have achieved good results in the study of machine olfaction [6–8].
In the area of this research, the detection of dangerous flammable and explosive gases is particularly
important, and the safety problems caused by gas leakage are prevalent all over the world, which
seriously endangers human life [9]. If these gases can be detected, classified and identified timeously
and the leakage situation and trend can be determined, the occurrence of dangerous accidents can
be avoided to a large extent. Therefore, the detection of flammable and explosive toxic gases is of
great significance.

The main aspects of machine olfaction include the gas sensor array, data processing and artificial
intelligence algorithms as shown in the overall schematic diagram shown in Figure 1 [10]. The overall
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operational process of the system is to first obtain the gas information through the sensor array; the
multi-dimensional data represented by the array can fully characterize the gas type information. After
the data are stored and classified, feature extraction and selection are carried out through data analysis
and feature engineering, and the processed data of the feature engineering is used by an algorithm
to identify the gas. Among them, the artificial intelligence algorithms have an extremely important
role, and their accuracy, time efficiency and anti-interference ability all affect the decision-making
result of the whole system [11–13]. In [14], researchers consider that only by adopting the optimal
data processing algorithm can the performance of the whole model for machine olfaction be improved.
Studies [15] proposed that reasonable improvement of the algorithm is an important support for the
development of the current machine olfaction systems.
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Figure 1. Diagram of the machine olfactory system. SVM: support vector machine KNN:
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Based on an experimentally acquired metal oxide semiconductor (MOS) gas sensor array dataset,
researchers focus on a machine learning classification algorithm to improve the detection accuracy
of mixed gas [16–18]. In the current field of mixed gas detection, many researchers have applied
algorithms to achieve good classification results, such as support vector machine (SVM), artificial neural
network (ANN), K-nearest neighbour (KNN), etc. [19–25]. To improve the classification accuracy, Sun
proposed an optimized AdaBoost algorithm [26]. The M2 model combined multiple classifiers and
performed multiple classification experiments using different fusion rules. The final highest recognition
accuracy obtained was 91.75%. In [27], the posterior probability estimation algorithm extracted from
an SVM was used to detect 10 kinds of bacterial components in the human blood by machine olfaction,
and the recognition accuracy was high, but the time cost was large. In [28], the probabilistic Bayesian
algorithm was used to solve the uncertainty relationships in gas source localization, and the Markov
decision process path planning algorithm was used to improve the gas localization efficiency. In [29],
the artificial neural network (ANN) algorithms improved the resolution of the moisture content
detection in soil, but the ANN algorithm lacks explanation. At present, few researchers can improve
the time efficiency of the algorithm under the condition of high detection accuracy [30]. Moreover,
few researchers consider the accuracy of the gas sensor itself. While the traditional feature extraction
method, the principal component analysis (PCA), is a dimensionality reduction operation, when the
algorithm’s dimensionality is not high enough, it is necessary to construct its features. In addition,
among the classification algorithms, there are few algorithms that have strong anti-overfitting ability
as well as a high training speed, training time efficiency, and classification accuracy [31,32].

To improve the anti-overfitting ability and accuracy for machine olfactory detection of mixed
gases, this paper proposes a data screening method based on a dynamic time warping algorithm
(DTW) to improve the gas classification accuracy. To address the problem of too few features, the PCA
feature construction and extraction methods are proposed. The proposed new extreme random tree
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algorithm is used to further improve the detection and analysis performance of the machine olfactory
system [33,34].

Taking carbon monoxide, methane and ethylene as examples, this paper studies a mixed gas
detection algorithm based on extreme random trees to improve the classification accuracy rate. It can
provide mixed gas detection and concentration ratio technical support for industrial production,
chemical material production, and the light industry [35–37]. This study provides a theoretical
reference for the simulation of olfactory algorithms.

The main points raised in this paper are as follows:
(1) To improve the classification accuracy and time efficiency of mixed gas detection, the random

forest algorithm is improved. This paper proposes a new classification algorithm called DTW-Extra
tree. The similarity processing of the data is mainly carried out by the DTW algorithm so that the
discrimination among the data is improved. Feature extraction is carried out by a feature construction
method. Finally, the extra-tree algorithm is used for gas classification to improve the classification
accuracy and time efficiency.

(2) The mixed gas datasets of ethylene and carbon monoxide; and ethylene and methane were
obtained experimentally, and the proposed algorithm was verified experimentally. The analysis shows
that the algorithm has higher accuracy for gas classification and improves the time efficiency of the
random forest algorithm.

The content of this paper is organised as follows: Section 2 introduces the gas detection algorithm
research, including the dynamic time warping algorithm (DTW), feature construction, feature extraction,
principal component analysis and the extreme random tree algorithm. Section 3 carries out experimental
verification and analyses the results. Section 4 summarizes the conclusions and results.

2. Hybrid Gas Detection Method

2.1. Dynamic Time Warping Algorithm

An effective data pre-processing method can greatly improve the accuracy of the algorithm.
Since the mixed gas data are based on a time series of gas signal response curves, dynamic time
warping is performed on the dataset. Dynamic time warping is an algorithm that is based on dynamic
programming (DP) [38]. It optimizes the misalignment of the feature parameters. Its basic principle
is to find the optimal curved path between the time series. The coordinates of the data points in a
sequence are used to find the points with the most identical features, and the sum of the distances
between the data points is the sum of the optimal curved paths [39,40].

Suppose the two time series are X = (x1, x2, · · · xm) and Y = (y1, y2, · · · yn), where the length of the
two time series is m and n, respectively. Dm×n is a distance matrix constructed from the two time series:

Dm×n =


d11 d12 · · · d1n
d21 d22 · · · d2n

...
...

. . .
...

dm1 dm2 · · · dmn

, (1)

where di j in Dm×n is obtained by calculating the coordinate distance between xi and y j; its calculation
process is:

di j = ‖xi − y j‖w. (2)

When w = 2, it is equal to the Euclidean distance 2-norm. The curved path, pmin, with the smallest
distance through Dm×n is equivalent to the DTW distance between the two time series.

pmin =
{
p1, p2, · · · pd, · · · pk

}
, (3)

k ∈
{
max(m, n), m + n + 1

}
.) (4)
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pd is the current cumulative distance of the curved path when searching di j.
The three conditions for the search for p are as follows: (1) a fixed starting point, the starting

point of the path is d11, and the ending point is dmn. (2) monotonic consistency, set the current
point, di j, of the search, the current cumulative distance is pd, pd+1 = pd + di′ j′ and, i′ � i, j′ � j.
(3) consistent continuity, let the current point of the search be di j, the current cumulative distance is pd,
pd+1 = pd + di′ j′ , and i′ � i + 1, j′ � j + 1. The above three conditions are set and the starting position
of the search path is determined by the first point; the second three points determine that the position
of the next point of the search path is on the right side, the upper side or the upper right side of the
current point, if the current point is pd, and assuming that the search point is di j at this time, the pd+1
calculation is:

pd+1 = pd + min
[
d(i+1) j, d(i+1)( j+1), di( j+1)

]
. (5)

Finally, pmin is obtained, and the cumulative distance averaging process is used to solve the case
where the sequence length and the cumulative distance are different:

d = pmin/k. (6)

d is the average cumulative distance from the two sequences [41–43].
Due to the limitation of the three-point constraint, the DTW algorithm traverses all the observation

points, and each original sequence can find the corresponding point. By calculating the average
cumulative distance, the sample is initially screened from the original data.

2.2. Feature Construction Method

The original dataset has 8-dimensional features. To improve the classification accuracy, the data
features are constructed, and the characteristics of the different features are compared to find the best
features for classification. The reason for feature construction is that the training data determines
the highest accuracy that can be achieved. Appropriate feature construction can increase the useful
information in the data, which helps to improve the classification accuracy of the model [44–46].
Therefore, based on the original features, the accuracy of the classification algorithm is improved by
constructing new features. The specific feature engineering method is shown in Figure 2 below:
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The commonly used feature construction methods have interactive features, such as features
A and B, that create features A × B, A − B, A/B and A + B, which will cause the feature space to
explode [47–49]. If there are 10 features and if two variable interaction features are created, this will be
90 features in the model.

The features applied in this research are 8-dimensional features. The created features are A − B
and A/B. After the interactive features are created, the number of features is 56, which provides the
multidimensional features for subsequent feature extraction.
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2.3. Principal Component Analysis

The principal component analysis (PCA) method is a commonly used statistical method [50].
By calculating the original data covariance matrix, the high-dimensional data are transformed into
low-dimensional data and the correlation between the dimensions is determined. The purpose of
principal component analysis is to reduce noise and redundancy. The noise reduction is to ensure that
the correlation between the processed data is as small as possible. The redundancy is removed to
maximize the variance of the processed data [51,52].

Suppose that there are p sensors, n samples are collected and a matrix X is formed. The number
of rows of X is n, and the dimension is p, which can be expressed in the form of a column vector, as
shown in Equation (7):

X =


x11 · · · x1p

...
. . .

...
xn1 · · · xnp

. (7)

Convert the p-dimensional data into linear combinations of p variables:
y1 = l11x1 + l12x2 + · · · l1pxp

y2 = l21x1 + l22x2 + · · · l2pxp
...

ym = lm1x1 + lm2x2 + · · · lmpxp,

(8)

where y1, y2, · · · ym(m ≤ p) are the values after the linear transformation and the equation satisfies the
following conditions: (1) y1, y2, · · · ym(m ≤ p) are irrelevant to each other. (2) The magnitude relationship
of the variance is y1 > y2 > · · · > ym (3) lm1

2 + lm2
2 + . . .+ lmp

2 = 1. Therefore, y1, y2, · · · ym(m ≤ p)
represents the 1, 2, 3 . . .m principal components of the initial variables, x1, x2, · · · xp, and lmp is called the
principal component coefficient.

The specific implementation steps of the principal component analysis are as follows:
(1) Standardize the raw data
The PCA is a data-based covariance matrix. The size of the data varies. To keep the dimensions

of the data consistent, the data should be standardized first. Subtract the data from the mean of the
dimension and divide by the standard deviation of the dimension.

Xi
∗ =

Xi − E(Xi)√
D(Xi)

(i = 1, 2, . . . p). (9)

E(Xi) represents the mean of the data, and D(Xi) represents the variance of the data.
(2) Calculate the covariance matrix of the data
The covariance matrix of the normalized data is the correlation coefficient matrix of the original

variables. The derivation is as shown in Equation (10).

cov(Xi
∗, X j

∗)

=

p∑
i, j=1

(Xi
∗
×X j

∗)

n−1

=

p∑
i, j=1

(
Xi−E(Xi)√

D(Xi)
)×(

Xj−E(Xj)
√

D(Xj)
)

n−1

=

p∑
i, j=1

(Xi−E(Xi))×(Xj−E(Xj))

n−1√
D(Xi)×

√
D(X j)

=
cov(Xi,X j)

√
D(Xi)×

√
D(X j)

,

(10)
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The correlation coefficient matrix R can be expressed as:

R =


r11 . . . r1p
...

. . .
...

rp1 · · · rpp

. (11)

From the feature equation, |R− λE| = 0, solving for the eigenvalue of the correlation coefficient
matrix yields λi(i = 1, 2, 3 . . . p), and the eigenvectors are ordered by the eigenvalues from large to
small, λ1 ≥ λ2 ≥ . . . ≥ λp ≥ 0. Substitute λi into (R− λiE)x = 0. Solve for the feature vector, ai, and
unitize ai into ei.

(4) Find the principal component by calculating the cumulative contribution rate.
Calculate the cumulative contribution rate of the aligned eigenvalues. Generally, when the top t

features are worth accumulating, they have a cumulative contribution rate of 85%–95%; one can take
these t features as the main components:

sum =
λi∑
λi

. (12)

(5) Find the load of the principal component.

li j =
√
λiei j(i, j = 1, 2, . . . , p). (13)

The principal component, Y = (y1, y2, . . . , ym)
T, is obtained from Equation (8).

To illustrate the discreteness of the data features, I abstracted all the data and each category into
three-dimensional features. As shown in Figure 3, the features have obvious discrete types, and the
traditional single dimension algorithm cannot complete the classification. The classification results in
the untreated case are analysed in the Analysis Verification section.
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2.4. Extreme Random Tree Algorithm

2.4.1. Random Forest Algorithm

Random forest is an integrated algorithm that uses bagging and random subspace to generate
decision trees. It combines multiple decision trees through voting rules. When the data are input, the
classifier passes the data to each decision tree. Each tree in the forest will have a classification result,
and, finally, multiple decision trees vote to produce the final result [53].

Suppose D is a dataset with M-dimensional features [54,55]. The specific implementation method
for the random forest algorithm is as follows:

(1) The training subset, {D1 , D2 . . . . . . DK}, is generated from the original dataset, D (i.e., bootstrap
sampling), and the remaining data become the corresponding training subset, {d , d2 . . . . . . dK}.

(2) The CART algorithm is adopted for the dataset {D1 , D2 . . . . . . DK} to construct the decision tree.
At each node for splitting the decision tree, random samples are taken from all the features to generate
an m-dimension feature subspace (m�M). All the possible splitting nodes are calculated against
the m features, and the optimal splitting node is selected for splitting. The decision tree is split until
the decision tree’s pre-set stop depth is reached. Each of the trees is grown without pruning, and K
decision trees

{
h1(D1), h2(D2), . . . . . . hK(DK)

}
are generated.

(3) Integrate
{
h1(D1), h2(D2), . . . . . . hK(DK)

}
into a random forest and use the voting results of all

the trees as the classification decision of the random forest. Therefore, after the data are classified, the
results of all the trees passing the vote is the classification result of the random forest output [56].

2.4.2. Extreme Random Tree Algorithm

The Extreme Random Tree is similar to the random forest algorithm [57]; it is integrated by
multiple decision trees and thus has many of the same advantages. For example, it has an excellent
classification effect and high accuracy, and high-dimensional feature data can be processed effectively
without using feature selection. The execution process can be parallelized for efficiency. For mixed gas
detection and classification, the integrated learning algorithm has higher classification accuracy, but
each decision tree uses all the original data in the extreme random tree algorithm, while the random
forest algorithm uses bootstrap sampling to generate the training samples. When the extreme random
tree splits at a node, the splitting node is randomly selected, and the optimal splitting threshold or
feature is not selected. Figure 4 is a schematic diagram of an extreme random tree algorithm.
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The following is an analysis of the difference between the extreme random tree and the random
forest algorithm:
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First, the training samples of the random forest algorithm are generated by bootstrap sampling.
However, each decision tree in the extreme random tree uses all the original training sample data,
which helps to reduce the variation of the model.

Second, when the node is split, the random forest classification algorithm first selects some
features from all features, and then accurately selects the best split mode (such as the Gini index)
through splitting according to these features to generate the decision tree. The extreme random tree
algorithm is a random splitting selection method. The specific implementation process is as follows:
for splitting the category form, randomly select some categories of data to put into one branch and put
the other categories of data into another branch; for numerical form splitting, a threshold between the
maximum and minimum value is randomly selected, which is the data principle of the left and right
branches. Data larger than the threshold value are put into one branch, while data smaller than the
threshold value are put into another branch. Then, for the classification problem in this paper, the
GINI index is used to calculate the split value. Traverse all the features of the node and obtain all the
feature split values, and select the feature with the largest split value for splitting (for the regression
problem, use the mean square error to calculate the split value).

In the extreme random tree algorithm, since all the training data samples are OOB (out of bag)
data samples, the calculation of the prediction error for the extreme random tree is the error calculation
for the OOB sample. In the research of this subject, it is found that the extreme random tree is superior
to the random forest algorithm in terms of the time efficiency of training, accuracy of classification, and
ability to fit training data [58].

The specific implementation steps of the extreme random tree are as follows:
The extreme random tree algorithm is represented by

{
E(K, X, D)

}
, where E denotes a classifier

model, D denotes a raw data sample, and K denotes the number of decision trees. Each decision
tree produces a prediction result based on the sample input X = {x1x2, . . . xM} and finally obtains a
classification decision according to the voting rule.

(1) In the classification model of the extreme random tree, each base classifier uses all the training
samples (OOB samples) for training, assuming the original dataset, D, the number of samples, N, and
the number of features, M.

(2) Generate a decision tree according to the classification and regression tree (CART) algorithm.
In the process of node splitting, M features are randomly selected from the M features in each splitting
node, some categories are randomly selected and put into one branch, and the remaining categories
are put into another branch. Meanwhile, the optimal splitting value of each node is calculated, and
the optimal attribute splitting is selected; no pruning operation is performed in the splitting process.
Iteratively split the subsets to a present value to generate a decision tree.

(3) Repeat steps (1) and (2) for K times, and finally, an extreme random tree model composed of K
decision trees is generated.

(4) Test the extreme random tree model, trained through test data, and finally generate the final
classification result through voting.

The advantages of the extreme random tree (ET) algorithm are as follows: (1) ET is an integrated
learning algorithm, which generates the predicted results through voting decisions and has a strong
generalization ability; (2) ET uses all the data (OOB samples) to train the base classifier, so that
all samples are trained; and (3) due to the random selection in node splitting, the randomness is
greatly enhanced.

3. Analysis of Experiment Results and Discussion

To verify the effectiveness of the proposed classifier, a 10-fold cross-validation method was used
to analyse and verify the original ethylene and methane sample and the ethylene and carbon monoxide
sample. The specific classification results and analyses are as follows.
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3.1. Data Analysis

For the 180 datasets collected by the machine olfactory data acquisition system, ethylene-methane
and ethylene-carbon monoxide were mixed together. Each tag consists of six experiments to form a
different dataset. The duration of the data sampling phase is 300 s, and there is no air inlet in the first
60 s. At 60 s, the mixed gas with a set concentration ratio is injected into the air chamber. The entire inlet
time of the mixed gas is 180 s, and, during the last 60 s, there is no inlet for the mixed gas. The sensor
array consists of eight sensors with sensor frequency set at 50 Hz and a mixed gas dataset acquired
from eight sensors. Each dataset contains time (s), temperature, humidity (%) and the sensor resistance
values of TGS2600, TGS2612, TGS2611, TGS2610, TGS2602, TGS2602, TGS2620, and TGS2620. The data
collected by the sensor is the voltage value of the external load resistor RL, and the sensor resistance is
represented by RS, where the relationship between VRL and RS is:

VRL =
RL

RS + RL
×VC. (14)

In the air, the resistance value of RS is large, and the voltage value of RL is small. After the gas is
injected, the sensors respond, RS decreases, and the voltage value of RL becomes larger. Therefore, the
mixed gas category can be detected by the datasets of the voltage value VRL. The collected datasets
have a total of 30 categories, as shown in Table 1. The sensor response plot for an experiment is shown
in Figure 5 (in the case of Et_H_Me_n), the abscissa is time and the ordinate is the converted sensor
voltage value.

Table 1. Datasets information table.

Gas Category Ethylene n L M H

CO

n - 6 6 6
L 6 6 6 6
M 6 6 6 6
H 6 6 6 6

Methane

n - 6 6 6
L 6 6 6 6
M 6 6 6 6
H 6 6 6 6
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Figure 5. Et_H_Me_n sensor response curve.

To investigate the data collected by the sensor, a response curve analysis is performed for the
TGS2602 under the same label (i.e., the Et_M_Me_M label), such as Figure 6. It can be seen that
the same sensor has different degrees of response in the same situation and the Figure 6e sensor
response curve was found to be significantly different from the Figure 6a. Therefore, it can be inferred
that, in the experiments, due to problems such as the configuration of the experimental conditions,
different degrees of data inconsistency under the same label may occur. An accurate single mixed gas
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classification result cannot be obtained from only a single output of the sensor, and data pre-processing
should be performed to improve the classification effect.
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3.2. Verification of the DTW Algorithm

Due to the analysis of the datasets, it is difficult to meet the classification accuracy requirement
by using the datasets directly. In this paper, the DTW algorithm is adopted to filter the similarity of
data, and the specific operation steps are shown in Figure 7. This algorithm will match all the cases
in the mixed gas datasets, and then calculate the average cumulative distance d between the two
groups according to the six sets of data in each category. The preliminary screening datasets are sorted
according to the size of the d value. This type of operation is performed on all category data to obtain
a processed dataset.

In the dynamic time warping (DTW) algorithm, we set the benchmark parameter, num, to 1, 2
and 3 and tested without using the DTW. The results are shown in Figure 8.
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As can be seen from Figure 8, the more the area enclosed by the fold line, the higher the classification
accuracy. The num = 3 yellow fold line encloses the largest area, and the num = 2 gray fold line
envelops the area at the middle position, while the num = 0 blue and num = 1 orange fold lines
surround the area, which are all smaller. Combined with the data in Table 2, it can be seen that when
num = 3, the 10-fold cross-validation accuracy rate is 99.17%. Compared with num = 2, num = 1
and num = 0, the accuracy is improved by 10.00%, 24.64% and 26.87%, respectively. Therefore, it can
be concluded that after DTW, the effect of the model is significantly improved, and the accuracy of
classification is greatly improved.

Table 2. 10-fold cross-validation accuracy.

Parameter 1 2 3 4 5 6 7 8 9 10 Accuracy

num=0 66.37% 86.38% 84.26% 77.36% 44.20% 69.75% 85.36% 85.52% 83.85% 39.98% 72.30%
num=1 45.01% 72.14% 86.81% 94.20% 57.07% 74.64% 80.79% 84.19% 78.93% 71.53% 74.53%
num=2 86.71% 91.66% 95.33% 96.25% 78.80% 78.00% 94.71% 99.30% 93.27% 77.67% 89.17%
num=3 99.29% 98.66% 99.51% 99.83% 98.46% 99.88% 99.41% 98.03% 98.83% 99.79% 99.17%

3.3. Feature Construction and PCA Algorithm Validation

We use feature construction to increase the data dimension and select the best features for training.
The results are shown in Figure 9.
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The analysis shows that, if the feature dimension is kept unchanged, the recognition accuracy is
only 73.37%, and if the dimension is increased by A-B, it becomes a 28-dimensional data feature, and
the recognition accuracy increases to 87.50%. It can be seen that a purposeful elevated dimension has a
good effect on the classification accuracy. Therefore, after the feature is upgraded to 56-dimensions,
the recognition rate is 18.97% higher than that of the original dimension, and the final recognition rate
is 99.17% after the response is reduced by the PCA algorithm.

3.4. Extreme Random Tree Verification Analysis

After many algorithms are compared, among the current integrated learning classification
algorithms, the random forest algorithm is the most common most effective. Therefore, a comparative
experiment is carried out with the extreme random forest algorithm. The accuracy and time efficiency
of the XGBoost and GBDT algorithms are also compared. Figure 10 and Table 3 show that the extreme
random tree algorithm is 4.42% more accurate than the random forest algorithm, 5.00% more accurate
than the XGboost algorithm, and 7.99% more accurate than the GBDT algorithm.

In the above model construction, the number of decision trees in the extreme random tree was 120.
However, the number of decisions trees affected the accuracy of the model. The experimental results
for the number of decision trees are shown in Figure 11. There are several important data points, which
are peaks in the image when the number of decision trees is 120, 300, 500, 800, and 1100. Because of a
small number of decision trees, it is easy to cause the underfitting state. If the number of decision trees
is too large, the improvement of algorithm accuracy is not of great significance. When the number of
decision trees is 300, the classification accuracy reaches the highest 99.28%.

The results from the experiments for the runtime of the algorithms are shown in Figure 12.
The extreme random tree algorithm has the shortest running time of only 103.2568 s, which is 66.85%
lower than that of the random forest algorithm. The XGBoost algorithm has the longest running time
because it is the most complex model.

Therefore, the proposed extreme random tree algorithm achieves a significant improvement in
accuracy and time efficiency.
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Figure 10. Algorithm classification accuracy comparison. GBDT: Gradient boosting decision tree;
XGboost: extreme gradient boosting; RF: random forests; ET extreme random tree.

Table 3. Algorithm classification accuracy ratio comparison data.

Algorithm 1 2 3 4 5 6 7 8 9 10 Accuracy

ET 99.29% 98.66% 99.51% 99.83% 98.46% 99.88% 99.41% 98.03% 98.83% 99.79% 99.17%
RF 95.09% 96.08% 98.65% 92.87% 96.12% 95.20% 92.75% 96.48% 94.68% 89.56% 94.75%

XGBoost 84.73% 97.83% 96.79% 96.25% 96.03% 94.34% 93.69% 97.65% 99.68% 84.73% 94.17%
GBDT 92.75% 92.53% 96.48% 95.41% 78.67% 92.47% 92.30% 96.37% 96.11% 78.73% 91.18%
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4. Conclusions

Considering the low detection accuracy of current machine olfactory systems, this paper proposes
a dynamic time warping algorithm based on DTW, which improves the classification accuracy by
26.87%. Based on original feature construction and the PCA method, the classification accuracy rate
increased by 25.8%. Finally, the time efficiency problem in the random forest algorithm is improved by
the extreme random tree algorithm. The final classification accuracy rate is 99.28%, and the run time of
only 103.2568 s is 66.85% lower than that of the random forest algorithm. Through the method proposed
in this paper, the classification problem of mixed gases is solved, and the random forest algorithm is
improved to a large extent, which improves the classification accuracy of the machine olfactory system
and provides a theoretical basis for an algorithm to simulate the olfactory nervous system.
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