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Abstract: This paper proposes computational models to investigate the effects of dust and ambient
temperature on the performance of a photovoltaic system built at the Hashemite University, Jordan.
The system is connected on-grid with an azimuth angle of 0° and a tilt angle of 26°. The models
have been developed employing optimized architectures of artificial neural network (ANN) and
extreme learning machine (ELM) models to estimate conversion efficiency based on experimental
data. The methodology of building the models is demonstrated and validated for its accuracy using
different metrics. The effect of each parameter was found to be in agreement with the well-known
relationship between each parameter and the predicted efficiency. It is found that the optimized
ELM model predicts conversion efficiency with the best accuracy, yielding an R? of 91.4%. Moreover,
a recommendation for cleaning frequency of every two weeks is proposed. Finally, different scenarios
of electricity tariffs with their sensitivity analyses are illustrated.

Keywords: photovoltaic systems; ambient temperature; dust effect; artificial neural network;
extreme learning machine; optimal cleaning frequency

1. Introduction

Solar energy systems, especially photovoltaic (PV) systems, have become one of the main
electricity providers in the last decade, because the cost of their components and installation has
dropped dramatically since the 1990s [1,2]. However, climatic, environmental and operative conditions,
as well as geographical locations, play crucial roles in the energy yield of such systems. This fact
has triggered the motivation for research into quantifying and modeling the output power/efficiency
of PV systems as a function of such conditions. Researchers are investigating dust accumulation,
soiling effects and temperature on PV performance and are trying to maximize the energy yield and
minimize the power loss due to these factors. The country of Jordan is one of the Middle East and
North Africa (MENA)-region countries and has some of the highest dust emission and deposition flux
in the world [3]; in addition, this region controls dust distribution in other parts of the world [34].

Due to its importance and influence on PV performance, several review papers have been
published that target the classification and categorization of the work accomplished in this field.
For instance, in [5], the published work since 2010 was summarized. In their review, Mani and Pillai [6]
reviewed the work done before and after 1990, and they came up with general recommendations for
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different temperature ranges and amounts of annual precipitation. As far as the country of Jordan is
concerned, they recommended a cleaning frequency of once a week or two times a week based on the
rate of dust accumulation. In their review paper [7], a summary of dust effects on PV performance
and the chemistry and physics of dust particles along with restoration and preventive mitigation is
presented. Meral et al. [8] concluded that cell technology, the selection of equipment, temperature
and dust have a huge influence on the PV efficiency. A review that deals with the mechanisms
of dust accumulation, rebound and resuspension is shown in [9]; they discussed the effects of air
velocity and direction, and humidity for each mechanism. It was concluded that soiling is greatly
affected by the module tilt angle while the resuspension mechanism is the most sensitive to wind
velocity and has the highest dependence on the particle size. A balance between dust losses and
cleaning expenses is presented in [10]. Different models were developed to predict the variable
power output of PV. A detailed review of these models is presented in [11]. They reported that
the regression models have an advantage as far as the metrological variables are concerned, while
intelligent learning techniques can offer improved nonlinear approximation performance. In their
review, Madeti et al. [12] show that harsh environmental conditions could reduce the reliability of
sensors used for PV parameters measurements, increasing malfunction. Mekhilef et al. [13] stated that
humidity affects the incident irradiance as well as the dust accumulation. Moreover, they concluded
that increasing air velocity decreases the cell temperature and increases dust accumulation. Since PV
technology is booming in the MENA region, many researchers in the region have worked on trying
to investigate the effect of dust and soiling on PV performance. For example, a study in a controlled
experimental setup to investigate the effect of dust on the reduction of PV efficiency was conducted in
Baghdad, Iraq in [14]. It was concluded that efficiency reduced by 6.24%, 11.8% and 18.74% for dust
exposures of one day, one week and one month respectively. Their results are in excellent agreement
with the results obtained mathematically in [15]. In their work, Abed et al. [16] investigated the effects
of Khamaseen (Haboob) dust storms coming to Jordan from the Arab Peninsula on PV performance
as well as the environmental and health issues caused by such storms. They found that the major
particles in such storms are aluminosilicates with a particle size of 5-20 mm. Moreover, they concluded
that such storms affect the PV system performance significantly. During the period from February
to May in Southern Libya, the effect of dust on PV performance was analyzed experimentally [17].
They concluded that there is a performance loss due to dust which ranges between 2% and 2.5%.

Inspecting the published work discussed in the area of investigating the effects of operating and
ambient conditions on the performance of the PV system, it is concluded intuitively that the effect
of ambient temperature, irradiance, cell temperature and wind speed on PV systems depends on
geographical location and environmental and meteorological conditions. Researchers around the
world strive for better comprehension of the impact of these parameters on PV systems. Understanding
the effect of these parameters is realized by designing robust and reliable theoretical models and/or
conducting experiments. For instance, correlations of solar electrical efficiency and power dependence
on temperature were reviewed in [18]. Kim et al. [19] reported that the power and efficiency of PV
modules drop as the ambient temperature increases. It was found in the work conducted by [19] for
PV modules equipped with fins at the backside that the maximum power decreases as the ambient
temperature increases. Moreover, an experimental study to investigate the effect of the dry bulb
temperature on the performance of the thin-film PV module was carried out by [20], and it was
concluded that the dry bulb temperature has a significant effect on the open circuit voltage and less
effect on the short circuit current. Additionally, effects of the ambient temperature and wind speed on
the PV module temperatures were simulated in a parametric study in the work presented by [21], it
was found that the module temperature decreases with wind speed at constant ambient temperature.
Finally, in the experimental work conducted in Abu-Dhabi to investigate the effects of solar irradiance,
wind speed, relative humidity and ambient temperature on a thin film grid-connected PV system,
presented in [22], it was concluded that both the open-circuit voltage and short-circuit current drop as
the ambient temperature increases.
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Based on the above-mentioned literature review, and since soiling and dust have a significant
impact on the PV performance, it is crucial to design models that can predict PV performance.
The complexity of these models increases as the number of parameters and factors taken into
consideration increases. For example, Pulipaka et al. [23] proposed a neural network model to predict
the PV power output as a function of the chemical, physical and spectral characteristics of the soil, and
they concluded that the neural network hybrid performed well compared to other networks. In the
work of Pulipaka et al. [24], both neural network and regression models were proposed to predict the
PV power loss resulting from artificial soiling. They concluded that the regression model fits well for a
specific irradiance range and some types of soil, while the neural network model succeeds in other
ranges of irradiance and different types of soil. In Italy, a study was conducted by Pavan et al. [25] to
investigate the effect of soil on PV power loss, and two models to predict the power loss, namely the
Bayesian neural network and polynomial regression, were proposed. It was shown that the results of
both models show excellent agreement, with power losses of 5.25% and 1.01% for PV systems installed
on sandy and green lands, respectively. In order to investigate the effect of the particle size on the
PV soiling losses, in a study conducted by Mani et al. [26], a multiple variable regression model as a
function of the irradiance, tilt angle and particle size is proposed. It was shown that for a tilt angle of
18, and when particle sizes of less than 75 mm diameter are dominant, the optimal tilt angle deviates
by 4° from the optimal tilt angle of the clean module. Moreover, it was shown that when particle
sizes of 150-300 mm are dominant, the deviation in the optimal tilt angle is 8° from the clean module
angle. Artificial soiling experiments to investigate the relationship between irradiance, tilt angle and
power output with soil particle deposition were conducted by Pulipaka et al. [27]: they introduced a
correction factor as a function of the particle size in the regression model, and by doing so, a much
better efficiency prediction is achieved. The effects of local environmental conditions in Surabaya,
Indonesia on the reduction in PV power output were investigated by [28]; their results illustrate that
the dust accumulation after two weeks’ exposure in a dry season resulted in a 10.8% reduction in
PV output power. Additionally, it was shown in the work presented in [29] that out of more than
17 pollutants, six had a significant effect on PV performance. A mathematical formulation for the
optimum cleaning interval depending on the dust accumulation and the cost of cleaning operation
in central Saudi Arabia was presented in [30]: they concluded that the highest loss rates occur in the
spring season due to the dust storms. The authors emphasize that this conclusion is exclusive for this
site and corrections to the model should be taken into consideration for other geographical and climatic
conditions. An experimental study in Chang’an District, Xi’an, China, to investigate the impact of dust
deposition on the module temperature, transmittance and output power of the PV module was carried
out by [31]. They derived a linear model to predict the output power as a function of the deposition
density, and they showed that as the deposition density increases, the relative transmittance and
output power drop compared to clean modules. Also, an experimental study to investigate the effect
of normal dust, clay and ash on PV performance is illustrated in [32]: they showed that the maximum
power loss was 36.7% at 258 W/m? and was mainly because of the carbonaceous ash and clay.

To solve the problem of dust accumulation and reduction in the output power generated from
the PV modules, cleaning is a key feature from an economic as well as performance standpoint [33].
Consequently, a weekly or bi-weekly cleaning cycle for PV systems installed in the MENA region is
recommended [34]. Many experiments that tackle the effect of the cleaning cycle on the PV performance
have been conducted in the last few decades. For instance, an experiment in the west of Saudi Arabia
was conducted, where the performances of different modules were monitored, as well as two sand
abrasion methods investigated, based on the transmittance and reflectance of PV modules [35]. It was
concluded that significant dust deposition and lack of rainfall led to a loss in the daily average
performance. Moreover, much higher losses were recorded during dust storms. Another experiment
was conducted in Egypt in [36] to investigate the effect of daily cleaning for 45 consecutive days on the
performance of the PV system. It was shown that a non-pressurized water system will not clean the
panels properly, while pressurized water will but with a penalty of an increase in the running cost.
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In another experimental study in Egypt [20], it was demonstrated that dust has an important effect on
the short-circuit current and less effect on the open-circuit voltage. Moreover, it was recommended
to clean the panels once every four days. A comparison between nano-coated self-cleaning panels to
untreated panels was executed experimentally in Algeria [37]. It was shown that nano-coated panels
have better performance with a lower cleaning cost compared to conventional methods. In their work,
Maghami et al. [38] classified shading due to soiling into two types: soft shading resulted from the
airborne materials, and hard shading due to accumulated soil on the PV surface. It was reported
that soft shading affects the current whereas hard shading affects the voltage. Thus, cleaning on
a daily basis was recommended for severe accumulation, and on a weekly basis in the dry season.
Results from an experiment conducted in Belgium by [39] showed that there is a constant power loss
of 3-4% for a 35° tilt angle due to dust effects. In addition, it was concluded that rainfall definitely
helps in cleaning large particles but has only a slight effect on smaller ones. It was shown in [40] that
cleaning dust using nylon brushes will not have a significant effect on the optical parameters of the
glass surface. However, the cleaning efficiency is not high compared to water cleaning using soft
wipers. The derivation of a mathematical model to calculate cleaning frequency for PV panels is done
in [41]; the suggested model is a function of particle accumulation density, particle deposition velocity,
and particle mass concentration. It was shown that for a reduction of power output of 5%, a cleaning
frequency of 20 days is recommended for desert regions.

It is worth mentioning that modeling PV efficiency as a linear function of dust accumulation
and ambient temperature is valid and supported by observation and experiments published by other
researchers [42-46]. A brief review of the energy yield losses caused by dust deposition on PV systems
is reported in [42]. A number of experiments supporting the assumption of a linear approximation
for efficiency reduction versus dust deposition is presented in this review. Another study focusing on
the effect of tilt angle on soiled PV panels was conducted and proposed an empirical 2nd polynomial
correlation of power reduction as a function of the number of unclean days and tilt angle [43].
The coefficients of linear terms are significantly larger than those of the quadratic terms. The soiling
losses are found to aggregate linearly with time in two studies performed in California, USA [44,45].
A decrease in efficiency varying from 7.2% to 5.6% during 108 days of the dry period in the summer
was noted [44]. In addition, it was stated that there were losses of 7.4% and 13.9% in efficiency for
an average of 145 days of summer drought and more than 145 days of drought, respectively [45].
Experiments for a 3-month period in the Sahara area, Algeria, for PV modules for different dust
densities were conducted in [46]. The reduction in efficiency was modeled by a polynomial expression
of the 3rd order, with the coefficient of linear term being very large compared to the coefficients of the
quadratic and cubic terms by one and two orders of magnitudes, respectively.

In short, and by revisiting the introduction above, it is obvious that the combined effect of dust
accumulation and ambient temperature on PV systems depends on environmental and metrological
conditions as well as the geographical location. It is important to investigate the effect of such
parameters so that the power loss can be minimized. Additionally, many researchers have tried to find
the best cleaning method and frequency. In this research, we build simple and accurate mathematical
models based on the actual performance conditions to predict the behavior of a PV system and
determine its optimum cleaning frequency. This work aims to add a significant contribution to the
PV literature. In this work, we have experimentally collected PV system parameters during a 192-day
period under real conditions. Based on the performance parameters, two models are developed
to predict the system output behavior employing optimized artificial neural network (ANN) and
optimized extreme learning machine (ELM) models [47]. It is worth mentioning that ANN and ELM
have been widely developed and applied for different applications; for instance, ANN and ELM
models are used in the fields of sustainability [48] speech recognition [49] medical [50] and load
monitoring [51] environment [52] and hardware [53] respectively. The two models considered the
dust accumulation and the ambient temperature as the independent variables and PV conversion
efficiency as the dependent variable. A detailed comparison between the two models in terms of their
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features and accuracy is presented. Moreover, an estimation of the losses due to dust accumulation
along with cleaning frequency is shown. The authors believe that this work will serve as a powerful
tool for investors and stakeholders in the MENA region that predicts system performance based on the
ambient temperature and dust accumulation. Moreover, this paper will provide the optimum cleaning
frequency for PV systems.

The aforementioned introduction discussed the effect of dust accumulation and the ambient
temperature on PV system performance, along with cleaning techniques and frequencies for such
systems. The remainder of the paper is divided as follows: Section 2 describes the experimental
set-up and data collection for an experimental study in Zarqa, Jordan. Section 3 presents the models
developed in this paper. This is followed by the results and a discussion of these models in Section 4.
Section 5 will address the cleaning of the PV system. Finally, a summary of major findings and
conclusions about the importance of this research is reported in Section 6.

2. Experimental Setup and Data Collection

The rooftop system is installed at the Hashemite University (HU) in Zarqa, Jordan, at latitude of
32.1022° N, longitude of 36.1850° E and an altitude of 575 m. The system is grid-connected, consisting
of 28 modules of a nominal power of 285 Wp (STP285-24/Vd) [54] wired in two strings with a
nominal system power of 7.98 kWp, as pictured in Figure 1 [55]. The tilt angle of the system is 26°,
which is equivalent to 0° azimuth angle. The two strings are connected to a 3-phase 8 kW invertor
(PVI-8.0-TL-OUTD, ABB) [55]. The system is integrated to a data acquisition system to collect several
inputs and outputs at different time intervals, which was set to one minute. The data was collected
from 17 March 2014 to 24 September 2014. The system was cleaned by rainfall on 17 March and 8 May,
whereas manual cleaning was performed on 12 July and 24 September. However, it was found that
9 data points out of 192 were outliers, with excessive efficiency values traced to sensor malfunctions.
In addition, the four cleaning days were excluded from further analysis because cleaning was done
during the day, which implies that the data collected during these days is not reliable (part of the day
has dust accumulated on the PV modules, and the other part is clean). Thus, 179 data points were used
for further analysis. The system outputs and climatic data are collected every minute, displayed in
real-time, and stored and accessed by authorized persons. However, the data was manipulated on an
hourly average basis, as shown later in the analysis section.

In this work, we consider that the rain and manual cleaning result in the same cleanness for
the PV system. This is due to the fact that the manual cleaning was done with water and special
brushes, and the rainfall cleaning was done in heavy rain with the same special brushes. In both cases,
the visual inspection after cleaning revealed that the cleanness was the same. This would justify the
appropriateness of this assumption. In other words, although the details of cleaning are not mentioned
in this manuscript, the level of cleanness was controlled by applying brushing to the PV panels right
after heavy rain and with manual water cleaning.

The performance of the 7.98 kWp PV system is evaluated based on IEC 61724 (1998) [56].
The system conversion efficiency, #, is defined as the ratio of the net AC output energy, Eou, to
the input solar energy. It is important to mention here that all the energy losses due to cables, invertors,
orientation, etc. are taken into consideration in the definition of the system conversion efficiency.

The system conversion efficiency is mathematically defined as

n= Eout/(H X A), 1)

where A is the total area of the modules, which is 49.061 m2, and H is the total daily global incident
irradiance.

For clarification purposes, Figure 2 shows the dust accumulation (represented in terms of exposure
days) (Figure 2 (top)), the calculated average daily ambient temperature (Figure 2 (middle)), and the
calculated system daily conversion efficiency based on the daily AC electric output and the total daily
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global incident irradiance (Figure 2 (bottom)), for the whole study period, with n = 179 data points.
Looking at Figure 2, one can see the sudden rises in the system conversion efficiency, which are due to
the cleaning effect of the PV modules; i.e., at these times, the PV system had been cleaned.

LN

Figure 1. A 7.98 kWp photovoltaic (PV) system installed at the Hashemite University, Zarqa,
Jordan before and after cleaning (all 28 modules in the foreground were cleaned manually on
24 September 2014. Modules in the background are not part of this study).
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Figure 2. The dust accumulation (in terms of days of exposure) (top), the average daily ambient
temperature (middle), and the daily system conversion efficiency (bottom), for the whole study period
of n = 179 data points.

For the prediction purposes of the system’s daily conversion efficiency using the proposed models,
the overall collected data are divided into two sets of data:

e Training and validation sets of data: 80% of the overall data (i.e., 143 data points) is selected
randomly for the purpose of building the prediction models. Among these, 70% and 30% of data
points are further selected randomly, internally by the ANN and ELM models, for the purpose of
training and optimizing the prediction models, respectively;

o  Test set of data: the remaining 20% (i.e., 36 data points) is used to evaluate the prediction
performance of the proposed prediction models with respect to those previously proposed and
developed in Hammad et al. [54]. This set of data was never introduced to the prediction models
during the training phase.
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It is worth mentioning that the division of the data is performed similarly to that in
Hammad et al. [54] for fair comparison.

In other words, the data is split into 80% for developing the prediction models and 20% for further
testing and inspection. The 80% split is called the training set and the 20% split is called the blind set
(where the model does not use this part of the data during the development process). The split of
the training set into training, validation and testing is a well-established method in neural network
development and is a built-in feature in Matlab. The ratios for each part (70%—15%-15%) are the
defaults to train and optimize the network architectures.

3. Methodology

PV system output power, conversion efficiency and energy yield decrease as dust accumulation
increases. This is mainly due to the fact that, as dust accumulation increases, transmittance through
the PV glass covers decreases and the reflectance of incident irradiance increases. Moreover, as the
ambient temperature increases, the module temperature increases, causing the generated power to
decrease [8,57-59].

This work aims at developing optimized versions of single hidden layer artificial neural network
(ANN) [60-62] and extreme learning machine (ELM) models [47] to predict and estimate the daily
system conversion efficiency as a function of dust accumulation and average daily ambient temperature.
The proposed models are compared to the models proposed and developed with the same dataset for
the same purpose, namely the multivariate linear regression (MLR) model and two hidden layer ANN
models [54].

For completeness, Sections 3.1-3.3 are devoted to providing brief descriptions of the MLR, ANN
and ELM models, respectively, whereas Section 3.4 presents the standard performance metrics of the
literature considered for evaluating the performance of the prediction models.

3.1. Multivariate Linear Regression (MLR) Model

MLR aims to build an appropriate mathematical equation that relates a set of independent
variables (i.e., predictors or causal variables) to the dependent variable (i.e., response variable).
Specifically, the dust effect (represented in terms of exposure days (D)) and the average daily ambient
temperature (T) are considered as independent variables, whereas the daily system conversion
efficiency (77) is considered as the dependent variable. Thus, the mathematical equation provided by
the MLR can be written as follows [54]:

ni = ao +a1D; + axT; + ¢, )

where #; is the i-th daily system conversion efficiency, D; is the i-th exposure day, T; is the i-th average
daily ambient temperature, a, is the regression model intercept, a1 and a, are the regression coefficients,
and ¢; is the i-th error of the daily system conversion efficiency (i.e., the difference between the true
and predicted daily system conversion efficiencies of the i-th day),i =1,...,n.

3.2. Artificial Neural Network (ANN) Model

An artificial neural network (ANN) model is defined as interconnected mathematical systems of
neurons that interchange communication among themselves [60-62]. The ANN is a computational
model employed to capture the hidden relationship between a set of numerical input data to a set of
numerical target data. Basically, the ANN model (depicted in Figure 3) comprises three layers, namely
input, hidden, and output layers, with sufficient number of neurons, H;, Hy, and H,, respectively.
In practice,

e the input layer receives the i-th data point (}) ;) that comprises the dust accumulation in terms
of exposure days (D;) and the average daily ambient temperature values (1;) (i.e., H; = 2),
Xi=[DyT], i=1,...n
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e the hidden layer manipulates them through the so-called hidden neuron activation function, G(),
to define the output of each h-th hidden neuron, h = 1, ..., Hy, based on the received inputs;

e the output layer receives the processed information and provides the i-th daily system conversion
efficiency (i.e., Hy = 1) by the following equation [62]:

Hy _,

i = h; ,th(zh?i + bh), (3)

where %h (the input weights vector that connects the inputs to each h-th hidden neuron), b,

N
(the input bias of each h-th hidden neuron), and B, (the output weights vector that connects
the outcomes of each h-th hidden neuron to the output neuron, i = 1,..., Hj) are the internal
parameters of the ANN model, and G() is the hidden neuron activation function.

During the training phase, the internal parameters of the ANN model are usually defined
randomly, then updated iteratively by resorting to the error back-propagation (BP) algorithm. Thus,
setting the internal parameters of the ANN model requires a large computational effort to ultimately
define the optimal internal parameters that lead to the accurate daily system conversion efficiency
predictions [62,63].

In this work, the ANN model is an optimized version of that developed in [54] for the same
purpose. The ANN proposed in [54] is a two hidden layer system composed of 10 and 4 hidden
neurons. However, in this work, to further enhance the daily system conversion efficiency predictions,
the ANN model is here optimized in terms of the following variables: (i) the number of hidden neurons,
Hj, and (ii) the neuron activation function. To this end, possible candidates for the number of hidden
neurons, Hj, and the hidden neuron activation functions are considered for identifying the optimum
architecture of the ANN model by evaluating the prediction performance of the ANN architecture
candidates in terms of the standard performance metrics in the literature (Section 3.4), as we shall see
in Section 4.

Output Layer

Input Layer

Hldden Layer

Figure 3. The artificial neural network (ANN) architecture with two inputs, one hidden layer, and
one output.

3.3. Extreme Learning Machine (ELM)

ELM is a new learning algorithm for single and multi-hidden layer feedforward neural networks,
originally developed by [47]. Similar to ANN architecture, ELM comprises three layers: input, hidden
and output layers, with a sufficient number of neurons, H;, Hj, and H,, respectively (similar to the
ANN architecture depicted in Figure 3). The input layer receives the dust accumulation in terms of days
and the average daily ambient temperature values (i.e., H; = 2); then, the hidden layer manipulates
them through the hidden neuron activation function, G(), and sends the processed information to the
output layer to provide the daily system conversion efficiency (i.e., H, = 1).
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Similar to the ANN model operation, the input weights (5;1) and biases (by,) of the hidden neurons
—

are initially defined randomly, but the output weights () are calculated analytically without resorting
to the error BP algorithm. Thus, compared to the ANN model, ELM requires less computational effort
during the training phase [47,63].

To enhance the predictions accuracy, the ELM architecture is here optimized in terms of the
following variables: (i) the number of hidden neurons, Hj, and (ii) the hidden neuron activation
function, G(). To this end, possible candidates for the number of hidden neurons, Hj, and the hidden
neuron activation functions are considered for identifying the optimum architecture of the ELM model
by evaluating the prediction performance of the ELM architecture candidates in terms of the standard
performance metrics in the literature (Section 3.4), as we shall see in Section 4.

3.4. Performance Metrics

The effectiveness of the proposed models (the optimized versions of ANN and ELM models)
in predicting the PV daily system conversion efficiency is evaluated by resorting to the following
standard performance metrics in the literature for both sets of data, the training and validation datasets
(i.e., 143 days) and the test dataset (i.e., 36 days) [54]:

e  The coefficient of determination (R?) (Equation (4)) and adjusted coefficient of determination
(R‘Z' djuste 2 (Equation (5)), which describe the variability in the dependent (output) variable
provided by the prediction models caused by the two independent (input) variables only.
Specifically, 100% values of these metrics entail that the variability in the output variable can be
fully explained by the two considered input variables (i.e., the dust accumulation and the ambient
temperature), whereas values less than 100% entail that there are other independent variables
that can affect the output variable but have not been taken into account during the development

of the prediction models:

n a2
R2 = |:1 — Ssres:| X 100% = |jl — 2‘4171_1(’71171)2‘| X 100%, 4)
5Stot im1 (i —77)
SS n—1 o
R fusted = [1 - ( SS:;) (n — 2)] X 100%, ()

where #; and #; are the i-th true and predicted daily system conversion efficiency obtained by the
prediction models, and i = 1, ...,7n and n is the overall data size (i.e., n = 179);

o  Accuracy (Accuracy) (Equation (6)) describes the match between the true and the predicted daily
system conversion efficiency obtained by the prediction models. Indeed, higher accuracy values
entail that the predictions match the actual conversion efficiency and, thus, the prediction model
is effectively capable of capturing the hidden mathematical relationship between the independent
and dependent variables, and vice versa:

17—

i1 (1 - T)
Accuracy = ” d x 100%, (6)

e Mean square error (MSE) (Equation (7)) describes the mismatch between the true and the
predicted daily system conversion efficiency obtained by the prediction models (i.e., opposite to
the Accuracy metric). Apparently, small MSE values are desired:

n

PRpp— A. 2
MSE = i:1(1/];l T]Z) ) (7)
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4. Results and Discussion

In this section, the development of the two benchmarked prediction models, namely the MLR
and the two-hidden layer ANN proposed and developed in [54] and the two proposed models, the
optimized ANN and ELM, are presented. In addition, their application results are compared and
discussed based on the standard performance metrics in Section 3.4.

4.1. The MLR Model

The objective of the MLR is to capture the mathematical relationship between the two independent
variables (the dust accumulation and the average ambient temperature values) and the dependent
variable (the daily system conversion efficiency). To this end, the multivariate regression analysis
software package, Minitab (Minitab, Ltd., Coventry, UK), is employed by Hammad et al. [54] to
estimate the regression model intercept and coefficients (b's) associated with each variable as reported
in Equation (2). Thus, the best mathematical equation that can represent the collected data (n = 143)
accurately is found to be

1; = 16.0513 — 0.024133i — 0.078743T;, ®)

where 7; is the i-th predicted daily efficiency, D; is the i-th exposure day, and T; is the i-th average daily
ambient temperature.

It is worth mentioning that the significance of the obtained MLR model has been evaluated
and verified by resorting to the analysis of variance (ANOVA) based on the least-squares method.
In addition, the adequacy and performance of the model are verified through the following [54]:

e Assumption validation: the validity and significance of the model have been examined based on
some assumptions, such as residuals being normally distributed and having constant variance;

e  Multicollinearity: this indicates the near-linear dependencies among the regression variables,
which can lead to misleading results. To examine whether the multicollinearity does not exist in
the obtained model, large variation inflation factors (VIFs) have been calculated;

e Independency of variables: to examine the correlation between the systems’ conversion efficiency
and the two predictors (the dust exposure days and the average daily ambient temperature), the
correlation matrix has been calculated;

o  Goodness-of-fit: to verify whether the model reasonably represent the behavior of the data, the
R? and its adjusted value have been computed;

e  Analysis of model coefficient signs: due to the fact that the dust accumulation and the increase in
the ambient average temperature will lead to a decrease in the performance of the PV system, the
signs of the models’ coefficients have been verified to be negative;

e  Best subsets regression: this identifies whether the obtained model can predict the conversion
efficiency accurately by including all of the necessary independent variables. To this end, the
R? metric has been calculated and found to achieve the highest value among the whole subset
model candidates.

4.2. The Optimum Architecture of the ANN Model

The ANN is built in the Matlab environment using data points n = 143, used to develop the MLR
model, with the following characteristics: (i) the scaled conjugate gradient back-propagation algorithm,
(ii) a root mean square error (RMSE) of 107° to constrain the ANN training, and (iii) a maximum of
100 training epochs.

The ANN model proposed and developed in this work is an optimum version of that developed
in [54] for the same purpose. The architecture of the ANN model is here optimized in terms of (i) the
number of hidden neurons, Hj, and (ii) the hidden neuron activation function, G(). To this end,
we follow an exhaustive searching procedure by considering possible values that span the interval
[1:70] for the number of hidden neurons and 12 activation functions for the hidden neuron activation
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function. The 12 activation functions considered in this work are the built-in functions in the Matlab
environment, such as “satlin”, “poslin”, “radbas” (interested readers can refer to [60-62] for more details
on the ANN'’s hidden neuron activation functions).

The performance of each ANN candidate architecture is evaluated by computing the standard
performance metrics (Section 3.4) on the obtained predictions of the validation set of data. Specifically,
100 cross-validations procedure are carried out to robustly quantify the performance metrics: the
training and validation sets of data are sampled randomly from the n = 143 data points with fractions
of 70% and 30%, respectively. The ANN model is trained and its internal parameters are optimally
defined. Then, the cross-validation procedure is repeated 100 times leading to 100 values of each
performance metric. The ultimate value of each metric is then computed by averaging the 100 available
values on the validation set of data.

The best ANN candidate architecture is found at H, = 22 hidden neurons using the “poslin”
neuron activation function. For clarification purposes, Figure 4 shows the influence of the hidden
neurons on the four performance metrics when the “poslin” activation function is used. One can notice
that the prediction performance of the ANN model increases as long as the number of hidden neurons
increases; e.g., MSE values decrease along with the number of hidden neurons. However, for large
numbers of hidden neurons, i.e., H, > 22, it seems that the ANN performance starts to saturate and,
thus, increasing the number of hidden neurons might not be necessary to avoid the computational
efforts of the ANN operation. In this regard, the optimum ANN architecture is defined by a hidden
layer composed by 22 neurons using a “poslin” activation function for which the average performance
metrics values on the validation set of data are MSE = 6.82%, Accuracy = 98.47%, R? = 85.21%, and
R? jjusted = 8443%.
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Figure 4. The influence of the number of hidden neurons on the prediction performance of the
ANN model.

4.3. The Optimum Architecture of the ELM Model

Similar to the optimization procedure of the ANN model, the architecture of the ELM model is
here optimized in terms of (i) the number of hidden neurons, Hy, and (ii) the hidden neuron activation
function, G(). We follow an exhaustive searching procedure by considering possible values of 90, 150,



Appl. Sci. 2019, 9, 1397 12 0f 22

300, 500, 700, 900, 1000, 1200, and 1500 for the number of hidden neurons, and five activation functions
for the hidden neuron activation function. The five activation functions considered in this work are
“Triangular Basis”, “Sine”, “Sigmoid”, “Hard Limit”, and “Radial Basis” functions (interested readers can
refer to [47] for more details on the ELM hidden neuron activation functions).

The performance of each ANN candidate architecture is evaluated by computing the standard
performance metrics (Section 3.4) on the obtained predictions of the validation set of data by using
100 cross-validations procedure.

The best ELM candidate architecture is found at Hy, = 700 hidden neurons using the “Triangular
Basis” neuron activation function. For clarification purposes, Figure 5 shows the influence of the
hidden neurons on the four performance metrics when the “Triangular Basis” activation function is
used. One can notice that the prediction performance of the ELM model increases as long as the
number of hidden neurons increases; e.g., MSE values decrease with the number of hidden neurons.
However, for large numbers of hidden neurons, i.e., H, > 700, it seems that the ELM performance
starts to saturate and, thus, increasing the number of hidden neurons might not be necessary to avoid
the computational effort of the ELM operation. In this regard, the optimum ELM architecture is
defined by a hidden layer composed of 700 neurons using a “Triangular Basis” activation function,
for which the average performance metrics values on the validation set of data are MSE = 5.92%,
Accuracy = 98.61%, R? = 87.84%, and R, .. . = 87.2%.
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Figure 5. The influence of the number of hidden neurons on the prediction performance of the extreme
learning machine (ELM) model.

4.4. Application Results

Once the ANN and ELM models’ architectures have been defined, they are applied to the test
set of data and their performances are evaluated by computing the four performance metrics on the
n = 36 data points, using the 100 cross-validations procedure. The obtained results are compared to
those obtained by the two benchmarked models: the MLR and the two hidden layer ANN developed
in [54].

Table 1 reports the average performance metrics values obtained by the application of the models
on the training and validation sets of data (n = 143 data points) and the unseen test set of data (n = 36
data points).
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Table 1. Comparison results of the proposed prediction models to those proposed and developed
in [43]. MLR: multivariate linear regression model.

Training and Validation Data Test Data
(143 Data Points) (36 Data Points)
MLR 87.7 87.5 98.4 0.066 86.8 86.4 98.7 0.048
Two hidden layer ANN 90 89.9 98.6 0.057 89.2 88.9 98.8 0.042
Optimized ANN 90.69 90.63 98.71 0.0502 90.55 90.27 98.87 0.0331
Optimized ELM 91.42 91.35 98.74 0.0462  92.16 91.93 98.99 0.0274

For clarification purposes, Figure 6 shows the measured and predicted values of the PV daily

system conversion efficiency obtained by the optimized ANN and ELM models for the whole study
period (n = 179 data points) with respect to those previously obtained by the MLR and the two hidden
layer ANN in [54].

Daily Conversion Efficiency (%)

T T
Measured efficiency
=— Predicted efficiency (MLR)
Predicted efficiency (ANNuld)
Predicted efficiency (ELM )
(

optimized
Predicted efficiency (ANN )
optimized’ | _|

0 20 40 60 80 100 120 140 160 180 200
Number of days

Figure 6. Measured and predicted values of the PV daily system conversion efficiency obtained by the
prediction models for the whole study period.

The following can be observed;

The predicted values using all models are reasonably close to the measured values for the whole
study period;

In particular, the MLR model seems to provide less accurate predictions despite its easiness
and flexibility compared to the other prediction models. In fact, all performance metrics values
obtained by the MLR model are worse than for the other models. This can be justified by the fact
that the behavior of the PV daily system conversion efficiency as a function of dust accumulation
and ambient temperature is not strictly linear; thus, it cannot be accurately captured by the
inherently linear MLR model, unlike the other nonlinear models (i.e., ANN and ELM);

The effectiveness of having an optimum version of the ANN model is apparent in the four
performance metrics compared to the two hidden layer ANN model proposed in [54];
Furthermore, the effectiveness of the ELM model with respect to the other models is proved by all
performance metrics. For instance, the optimum ELM model provides an enhancement in the
conversion efficiency predictions compared to the MLR model with around 6.18%, 6.4%, 0.3%,

and 42.92% for the R?, Rﬁ djusted Accuracy, and MSE performance metrics.
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5. Cleaning of the PV System

5.1. Losses and Dust Effects

Once the prediction models are developed, one can utilize them in investigating the behavior
of the PV system based on a single variable, while all other variables are excluded. In this regard,
the objective is to investigate the effect of the dust accumulation on the behavior of the PV system
conversion efficiency. To this end, the built prediction models can then be fed with the average
daily ambient temperature only, while excluding the dust accumulation (the exposure days); i.e., the
exposure days variable is set to zero, which indicates that there is no dust accumulation. The output of
the prediction models will be the PV daily system conversion efficiency due to all factors without the
effect of dust accumulation, as depicted in Figure 7. It can be seen that the daily conversion efficiency
curves no longer have decreasing trends due to dust accumulation as time passes without cleaning
(refer to Figure 6).
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Figure 7. Measured and predicted values of the PV daily system conversion efficiency obtained by the
prediction models for the whole study period, without the dust effect.

Specifically, when comparing the actual (measured) daily conversion efficiency to the predicted
one while excluding the dust effect using the optimized single hidden layer ELM model, it is found
that the average daily efficiency drop is 0.615%/day. In addition, based on Equation (1), the energy
loss due to the dust effect over the whole study period is found to be 8.329 kWh/m? (408.652 kWh).

Considering that the electricity tariff in Jordan (universities sector) during the study period is
0.366 US$/kWh [54], then the loss for the whole PV system will be equal to 3.76 US$/m? (US$ 184.627)
with an average loss due to dust accumulation of 0.836 US$/day. For completeness, the same analysis
is carried out for the other prediction models, and the obtained results are reported in Table 2.

Table 2. Losses and dust effect using all investigated prediction models for the whole study period
(n =179 days).

Average Energy Energy Economic Economic Average
Model Efficiency Drop Loss Loss Loss Loss Economic Loss
(%/day) (kWh/m?) (kWh) (US$/m?) (USS$) (US$/day)
MLR 0.768 10.282 504.445 3.76 184.627 1.03
Two hidden layer ANN 0.607 8.140 399.342 2.98 146.159 0.82
Optimized ANN 0.593 7.862 385.711 2.877 141.170 0.789
Optimized ELM 0.615 8.329 408.652 3.049 149.567 0.836

5.2. Optimal Cleaning Frequency

In this section, the optimum cleaning frequency of the PV system under study is obtained.
The optimum cleaning frequency is the cleaning activity period carried out for the PV system under
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which the two opposing effects of cleaning are minimized, the cleaning cost of the PV system panels
and the dust loss that decreases the system efficiency for a given cleaning period calculated for the
study period using the prediction models.

To this end, we consider reasonable and acceptable values of cleaning costs (0.212 US$/kWp) and
the electricity tariff (0.366 US$/kWh) in Jordan during the study period [54]. Firstly, the average daily
expenses incurred by cleaning is computed for different cleaning periods that span the interval from
1-30 days. If the PV system is cleaned daily, then the average daily cleaning cost is 0.212 US$/kWp,
whereas if the PV system is cleaned every 2 days, then the average daily cleaning cost will be
0.212/2 = 0.106 US$/kWp, leading to an inversely proportional relationship between the average
daily leaning cost and period of cleaning activity. Secondly, if the PV system is cleaned daily, then the
system efficiency decrease due to dust accumulation equals the average efficiency drop calculated in
Table 2 using the prediction models, whereas if the PV system is cleaned every 2 days, then the system
efficiency decrease equals the average efficiency drop calculated in Table 2 multiplied by 2, leading to a
linear relationship between efficiency loss and cleaning periods. This decrease in the system efficiency
is, then, converted into energy loss using Equation (1) and economic loss by considering the electricity
tariff of 0.366 US$/kWh in Jordan.

For clarity purposes, Figure 8 shows the average daily cleaning cost (inversely proportional curve)
and losses due to dust accumulation (linear curves) obtained by the four prediction models with
respect to the different cleaning periods, from 1 to 30 days.
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Figure 8. Average daily losses due to cleaning cost (inversely proportional curve) and losses due to
dust acc