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Abstract: Using aerial cameras, satellite remote sensing or unmanned aerial vehicles (UAV)
equipped with cameras can facilitate search and rescue tasks after disasters. The traditional manual
interpretation of huge aerial images is inefficient and could be replaced by machine learning-based
methods combined with image processing techniques. Given the development of machine learning,
researchers find that convolutional neural networks can effectively extract features from images.
Some target detection methods based on deep learning, such as the single-shot multibox detector (SSD)
algorithm, can achieve better results than traditional methods. However, the impressive performance
of machine learning-based methods results from the numerous labeled samples. Given the complexity
of post-disaster scenarios, obtaining many samples in the aftermath of disasters is difficult. To address
this issue, a damaged building assessment method using SSD with pretraining and data augmentation
is proposed in the current study and highlights the following aspects. (1) Objects can be detected and
classified into undamaged buildings, damaged buildings, and ruins. (2) A convolution auto-encoder
(CAE) that consists of VGG16 is constructed and trained using unlabeled post-disaster images. As a
transfer learning strategy, the weights of the SSD model are initialized using the weights of the
CAE counterpart. (3) Data augmentation strategies, such as image mirroring, rotation, Gaussian
blur, and Gaussian noise processing, are utilized to augment the training data set. As a case study,
aerial images of Hurricane Sandy in 2012 were maximized to validate the proposed method’s
effectiveness. Experiments show that the pretraining strategy can improve of 10% in terms of overall
accuracy compared with the SSD trained from scratch. These experiments also demonstrate that
using data augmentation strategies can improve mAP and mF1 by 72% and 20%, respectively. Finally,
the experiment is further verified by another dataset of Hurricane Irma, and it is concluded that the
paper method is feasible.
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1. Introduction

The rapid identification of the location of damaged buildings after disasters occur is crucial to
search and damage relief. The images of aerial photography using drones have become increasingly
stable and clear with the rapid development of unmanned aerial vehicle (UAV) and remote sensing
technologies [1]. Aerial images have wider fields of view than ground search and rescue and can avoid
the risk in ground search and rescue. If a manually evaluated image is used to evaluate a damaged
area, large false and missed detections could occur owing to the influence of subjective human factors.
Therefore, the processing of aerial images to identify and assess the extent of damage in an area is a
challenging task.

Aerial photography obtains huge amounts of information and image segmentation technology
must be applied for small object detection. The majority of the existing object detection methods
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applied to aerial images are implemented to distinguish objects from the background at a large
scale, such as ships at sea [2], aircrafts at airports [3], and cars on highways [4]. Traditional
machine vision methods, such as HOG [5], SIFT [6], and Haar [7], can achieve good results in
such situations. Given the development of machine learning, researchers have combined traditional
machine vision-based methods with shallow machine learning methods, such as support vector
machines (SVM) [8]. However, the result of this method is extremely dependent on the effect of feature
extraction. In addition, the post-disaster scenario is considerably complex, while key goals are difficult
to extract using traditional machine vision methods. Target detection methods-based convolutional
neural networks (CNNs), such as R-CNN [9], YOLO [10], and single-shot multibox detector (SSD) [11],
have been dominantly used recently to address the aforementioned shortcomings by extracting deep
features of images.

A good training model is primarily required because of the need for many labeled training
samples. However, sufficient labeled samples are difficult to obtain immediately after a disaster,
thereby resulting in the slow deployment of machine learning target detectors. Therefore, this study
solves the problem of extremely few training samples and improves the accuracy of target recognition
in post-disaster areas.

This research proposes the following method. (1) The SSD algorithm training model is used to
detect and classify objects in images. (2) The VGG16 [12] convolution auto-encoder is constructed and
trained to initialize the weights in SSD using the weight of the training. (3) Image mirroring, rotation,
Gaussian noise, and Gaussian blur are applied to expand the training set.

The remainder of this paper is organized as follows. Section 2 discusses the recent related research.
Section 3 describes the study area. Section 4 presents methods for pre-training weights and data
expansion. Section 5 compares and discusses the results.

2. Relate Research

One of the main methods for detecting post-disaster damage using non-machine learning is
damage detection based on synthetic aperture radar (SAR) [13]. Brunner et al. comprehensively used
pre-disaster very high-resolution (VHR) optical and post-disaster SAR images to conduct a comparative
test of determining whether a building is damaged [14]. Given the development of machine learning,
some methods of shallow learning structure have been proposed. James Bialas et al. used a systematic
approach to evaluate object-based image segmentation and machine learning algorithms for the
classification of earthquake damage in remotely sensed imagery [15]. In addition, other machine
learning methods, such as SVM, K-nearest neighbor, random forest, AdaBoost, and Naive Bayes,
combine texture and geometric information to evaluate damages to buildings [16–19].

Compared with the traditional feature extraction method, CNN [20] does not need to extract
specific manual features from the image for a specific task but simulate the human visual system to
perform hierarchical abstraction processing on the original image to generate classification results.
CNN has the advantages of strong applicability, simultaneous feature extraction and classification,
strong generalization ability, and few global optimization training parameters [21]. Research has
shown that the accuracy of classification can be improved by changing the network structure of
CNN [22]. The scenario after a disaster is extremely confusing and has more complex features than
normal scenarios [23]. Therefore, improving the classification accuracy is the key to obtaining the
ideal detection accuracy. Quoc Dung Cao and Youngjun Choe used a CNN model to classify the
post-disaster scene of Hurricane Harvey in 2017 and achieved good results [24].

However, the samples for training may be insufficient because a post-disaster image is difficult to
obtain. Inoue and Hiroshi synthesized a new sample from one image by overlaying another image
that was randomly chosen from the training data [25]. Pre-training a model is also a good method of
improving the effect [26]. The model pre-trained by Mengyue Geng et al. on the ImageNet database
has good generalization ability [27]. To obtain an improved model, this method inspired us to pre-train
our own models.
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The current study uses the SSD algorithms to identify and evaluate post-disaster buildings.
The data augmentation method is adopted for solving the problem of having only a few training
samples. The VGG16 convolutional encoder is trained to replace the trained weights with the VGG16
structure in SSD.

3. Materials and Methods

3.1. Study Areas

Hurricane Sandy is the second most costly hurricane in US history and resulted in nearly
$70 billion in losses [28]. A total of 24 states were affected by this disaster. At least 650,000 houses were
damaged or destroyed, with a total damage of approximately $50 billion [29].

In this study, a team from Drexel University used an aerial RGB camera to investigate the images
of the New Jersey coastline. The resolution of the image is 1920 × 1080. The survey area was
approximately 7.8 square kilometers. The survey area coverage was from the Seaside Height on the
New Jersey coastline to the borough of Mantoloking. Figure 1 presents an aerial RGB image showing
some debris (red circles) and partially damaged (yellow circle) buildings.
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Figure 1. Damage examples. An example aerial image of an aerial image of the impacted area. The red
circles highlight the ruins of destroyed houses, and the yellow circles highlight the houses that were
displaced or slightly damaged by the hurricane.

Hurricane Irma hit the US East Coast in September 2017. The NOAA remote sensing department
collected images of the area [30]. The size of the Irma image is 18681 × 18681. The disaster scene
caused by Hurricane Irma is shown in the Figure 2.
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The Hurricane Sandy dataset was used for the next major work. The Hurricane Irma dataset was
used to validate the proposed method at the end of the experiment.

3.2. Methodology

This study aims to improve the metrics of the target detection algorithm under a limited set of
labels. The specific implementation is as follows.

3.2.1. Data Preparation

The raw data obtained consisted of 5041 aerial images with a resolution of 1920 × 1080 (see
Figure 3a). Given that the original image had much information, each one is split into four equal parts
and the resolution of each picture is 960 × 520 (see Figure 3b).
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Figure 3. Examples of image pre-processing. (a) The raw data with resolution of 1920 × 1080 has many
information; (b) The raw data is split into four parts.

Approximately 20,000 images were obtained after splitting all the original images. Given that
not all images contained information on damaged buildings or ruins, and some were irrelevant to
this study, such as images of seas and beaches, these images were initially screened out manually.
Lastly, approximately 500 images containing objects to be identified are obtained. Thereafter, 70% of
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the total number of images were selected as part of the training data set, while the remaining 30% were
included in the test data set.

3.2.2. SSD Model

The core of the SSD method is the use of a small convolution filter to predict the class score and
position offset of a fixed set of default bounding boxes on the feature map and clearly separate the
prediction using the aspect ratio. Figure 4 shows the network model [11].
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VGG-16 was used as the basic network to extract the feature information of the image, connecting
multiple auxiliary convolution layers of decreasing size after VGG16 network. In order to obtain
multi-scale detection prediction values, SSD selected six extra feature maps for detection, namely
Conv4_3, Conv7, Conv8_2, Conv8_2, Conv9_2, Conv10_2, and Conv11_2. This way, we reduced the
computational and memory requirements and the translation and scale invariance of the feature map
on a certain scale. The specific position of the SSD design feature map is responsible for a specific area
in the image and a specific object size. If we use m feature maps to make predictions, then the default
box size in each feature map is calculated as follows:

Sk = Smin +
Smax − Smin

m− 1
(k− 1) k ∈ [1, m], (1)

where Smin = 0.2 and Smax = 0.95, thereby representing the lowest and highest layer scales of 0.2 and
0.95, respectively.

If ∂r =
{

1, 2, 3, 1
2 , 1

3

}
represents the different aspect ratios of the default boxes, then the width and

height of each default box are as follows:

Wa
k = Sk

√
ar, (2)

Ha
k = Sk/

√
ar. (3)

The SSD network was based on the previously feed forward neural network (FFNN). It is capable
of generating a set of fixed-size target location sets and target category scores for objects that exist in
those target frames, and then using non-maximum suppression to produce the final results. In addition
to the VGG16 base layer network, each additional feature layer used a set of convolution filters to
obtain a fixed set of results. These convolution kernels either generated a score for a class or an offset
from the object’s default frame position coordinates.

3.2.3. Proposed Method

After data pre-processing, we only obtained approximately 500 images containing valid labels.
Accordingly, this total was insufficient to train the deep networks. This study proposed two strategies
to address this limitation. (1) In pretraining, a convolutional auto-encoder (CAE) that consists of an
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encoder and a decoder was built. The encoder part was the same as the VGG16 network, while the
decoder part was symmetrical to the encoder part. The CAE model was trained using many unlabeled
samples that are easily obtained. Approximately 15,000 scene-related unlabeled samples were used
in this study to train the VGG16 convolutional autoencoder. After training, the parameters of the
encoder part are transferred to the counterpart of the proposed SSD model. (2) In data augmentation,
the labeled training images were expanded to 5000 images via rotating, mirroring, Gaussian noise,
and Gaussian blur, among others. Figure 5 shows the framework of the proposed method.
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Figure 5. Scheme for model training with few training sets. Train the VGG16 convolution autoencoder
was done with data related to the scene. The weight of its training was to initialize the VGG16 part of
the SSD. Finally, the training dataset trained the SSD model after data augmentation processing.

The purpose of convolution autoencoder creation was to use the convolution and pooling
operations of CNNs to achieve the unsupervised feature invariant extraction. The use of the
convolution auto-encoder to extract the feature weight of the background image related to the
target detection to replace the weight of VGG16 in the pre-training SSD can make the trained model
considerably convergent.

In the SSD paper, there were two sizes of pictures of 300 × 300 and 512 × 512 input into the
model, although the research shows that the accuracy of SSD_512 is a little higher than the accuracy of
SSD_300. However, combined with the need to quickly deploy rescue after the disaster and SSD512
detection speed was significantly lower than the SSD_300, we chose to convert the size of the picture
to 300 × 300 as training data. A convolutional autoencoder was constructed on the basis of the VGG16
layer of SSD (see Figure 4). Given that the SSD model will resize the input image to 300× 300, the input
of the convolution autoencoder is also changed to 300 × 300 to maintain consistency. Figure 6 shows
the specific structure.

The data set is likewise augmented. First, 500 images with considerably prominent features are
manually selected from the training data as the original data to be processed. Thereafter, 500 original
images are horizontally mirrored and 90-, 180-, and 270-degrees rotated. This way, we obtain an
additional four sets of 500 extended images. The next step is to mirror the images of the last three
groups. The three processed sets of images plus 4000 images of the previously processed image and
the original image are used. Lastly, 1000 images randomly sampled from these images are divided into
two parts for the Gaussian noise processing and Gaussian blur processing. We eventually obtain 5000
training pictures. Figure 7 shows the flow chart.
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Figure 7. Flowchart of data augmentation.

A total of 5000 images are labeled as the training set. The data without data augmentation
processed were divided into test dataset and verification dataset. When training the model,
the verification set is used to find the optimal model, while the test set is used in testing.

The objects to be identified in this research are categorized into two classes, namely, damaged
buildings and debris. Damaged buildings in the current research refer to mildly damaged buildings.
That is, the buildings are damaged but still standing. Meanwhile, debris refers to buildings destroyed
and in ruins. Figure 8 shows a few examples.
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To make the target of the data to be detected prominently, the training data should be
pre-processed before training the model. The brightness, contrast, hue, and saturation of the image
must be randomly adjusted. The appropriate optical noise must be added to the image. Thereafter,
the image was randomly cropped to substantially train the data of the small target. The SDD model
was trained using the Windows platform. The loss function setting is as discussed in reference [11].
The optimizer and hyperparameters that need to be set before training are shown in Table 1.

Table 1. Optimizer and hyperparameter settings before training.

Optimizer Momentum Weight Decay Learning Rate

Stochastic gradient descent (SGD) 0.9 5 × 10−4 1 × 10−3

After 80 k iterations, the learning rate dropped to 1 × 10−4, and after 100 k iterations to 1 × 10−4.
The learning rate decay ensures that the model does not fluctuate substantially in the latter stages of
training, thereby approximating the optimal solution.

4. Results and Discussion

This study proposes a building damage detection method, which is referred to as SSD_CAE,
using SSD with the pretraining and data augmentation strategies. We implemented the proposed
method under the framework of Pytorch (version 0.3.1) (Facebook, Inc., Menlo Park, CA, USA) [31].
A GPU (GTX1080 8G, NVIDIA Corporation, Santa Clara, CA, USA) processor was used to accelerate
the calculation.

To validate the effectiveness of the proposed SSD_CAE method, the traditional SSD method was
utilized as the baseline for comparison. Some metrics, such as recall, precision, mF1, and average
precision (AP), are used to compare the performance. Precision and recall are popular measures for
the classification task. However, the comprehensive performance is difficult to evaluate by evaluating
precision and recall separately. Accordingly, mF1 was adopted for comparison. The F-measure is the
weighted harmonic average of precision and recall as follows:

F =

(
α2 + 1

)
∗ P ∗ R

α2(P + R)
, (4)

In general, α is equal to unity:

F1 =
2 ∗ P ∗ R

P + R
, (5)
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where mF1 is the mean of F1 for all classes.
Average precision (AP) aims to evaluate the ability of the model to detect a class. A set of recall

thresholds [0, 0.1, 0.2, . . . , 1] was provided. Thereafter, the value of each recall threshold ranged
from small to large, while the maximum precision corresponding to the recall threshold is calculated.
Subsequently, we calculated 11 precisions. AP is the average of these 11 precisions. The mAP is the
mean of AP for all classes.

4.1. Experiment 1: Impact of Pretraining on Performance

4.1.1. Comparison Results

In the proposed method, a VGG16 convolution autoencoder was first constructed and trained
using the unlabeled samples from the same domain of the test data. Thereafter, the weights of the
VGG16 part in the SSD_CAE method were initialized with the weights of the counterpart of the VGG16
convolution autoencoder. Compared with the traditional SSD method, this strategy could enhance
the adaptation of the classifier to the unseen test data. Tables 2 and 3 show the results of the SSD
and SSD_CAE models, respectively, on the test set. Table 4 shows the overall performance of the
two models.

Table 2. The results of the single-shot multibox detector (SSD) method in the test dataset.

Label Debris Mild Miss Total Recall

Debris 60 25 54 139 43.165%
Mild 31 42 15 88 47.727%

False detection 5 4 - -
Total 96 71 -

Precision 62.500% 59.155% - - -

Table 3. The results of the SSD-convolution auto-encoder (CAE) method in the test dataset.

Label Debris Mild Miss Total Recall

Debris 74 28 37 139 53.237%
Mild 28 43 17 88 48.863%

False detection 10 3 - -
Total 112 74 -

Precision 66.071% 58.108% - - -

Table 4. Performance comparison of the SSD and SSD_CAE methods.

Method mF1 mAP

SSD 51.95 39.01
SSD_CAE 56.025 44.83

In this experiment, only the original 350 samples are used to train the SSD and SSD_CAE models.

4.1.2. Discussion

The comparison of Tables 2 and 3 indicates that the indicators were improved in the case of the
extremely scarce training sets, except for the slight decrease in the precision rate of “mild”. The recall
rate of “debris” was increased by approximately 10%. Table 4 also shows that mF1 and mAP are
increased by approximately 10%. The overall performance of the model is generally improved.

The recall rate of the “debris” class can be greatly improved because the features of the ruins are
simple, and the features can be extracted well by the CNN. However, the characteristics of the “mild”
class are complex, and the structure, position, and angle of the house are all factors that affect feature
extraction. Therefore, many samples are needed to improve this situation.
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4.2. Experiment 2: Impact of Data Augmentation on the Performance

4.2.1. Comparison Results

The weight of the coded portion of the VGG16 convolution autoencoder was replaced by the
initial weight of VGG16 in the SSD model before training, while the model trained with the proposed
method was tested under the same test set as the previous section. To analyze the effect of data
expansion, SSD_CAE was selected for comparison with this method. Table 5 shows the statistics of the
data augmentation method under the test set. Table 6 shows the evaluation results of the two models.

Table 5. The results of the data augmentation method in the test dataset.

Label Debris Mild Miss Total Recall

Debris 85 23 31 139 61.151%
Mild 21 56 11 88 63.636%

False detection 1 1 - -
Total 107 80 -

Precision 79.439% 70.000% - - -

Table 6. Impact of data augmentation using the SSD_CAE method.

Method mF1 mAP

Original data set 56.03 44.83

Data augmentation 67.89 77.27

In this experiment, the data set for training SSD_CAE in Experiment 1 was named the original
data set. The data set of 5000 samples obtained using data augmentation was used to train the
SSD_CAE networks.

The trained model is applied to the Hurricane Sandy scenario to detect and evaluate disasters.
Figure 9 shows the result.
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4.2.2. Discussion

The comparison of Tables 3 and 5 clearly indicates that all indices are improved. The number of
additional tests is substantially reduced, thereby increasing the overall detection accuracy. For example,
in the second set of test data in Figure 8, “mild: 0.59” in the model of the original data training is an
additional test building. In addition, the comparison of the damaged houses detected in the Figure 9
indicates that the confidence level of the proposed detection method is evidently higher than that of
the original method.

The data of the first, third, and fourth groups in Figure 9 show the ruin missed by the detection in
the complex scene. The proposed method can effectively detect the debris in the shadow and near the
house and sand and stone.

Humans may subjectively believe that the image processing method is used to rotate or mirror an
image, while each generated image must be detected with the same target. However, for a machine a
new feature is considered as long as the coordinates and direction of the training data are different
from the original image. Data augmentation does not cause over-fitting when training the model.
To increase the adaptability of the model to complex scenes, Gaussian blur and Gaussian filtering
are appropriately added in the training set. We validated the above viewpoints using the dataset
of Hurricane Irma, and the results are shown in Table 7. From this result, it can be seen that data
augmentation is an effective way to improve the effect of the model.

Table 7. Verification result of using Hurricane Irma dataset.

Method mF1 mAP

Original dataset 40.39 34.19

Data augmentation 56.99 51.59



Appl. Sci. 2019, 9, 1128 12 of 13

5. Conclusions

This study proposes a data expansion SSD algorithm for a small data set of Hurricane Sandy.
Given the use of the hurricane scenario to train the VGG16 convolution autoencoder, the weight of
the coding part replaces the weight of the VGG16 network in the SSD model. The experiment proves
that the pre-training method can effectively increase various indicators of the model by approximately
10%. Through data expansion, the detection accuracy can be effectively increased and mF1 and
mAP increased by approximately 20% and 72% percent, respectively. The rate of false detections is
also reduced. The introduction of the Gaussian noise and Gaussian blur can effectively improve the
adaptability of the model in complex scenes. In addition, we used the dataset of Hurricane Irma
to verify the method proposed in this paper, and also achieved good performance. This makes our
conclusions more objective.

This study is based on Hurricane Sandy’s post-disaster building damage detection. In the future,
data from other post-disaster scenarios can be collected for training, while the generalization ability
of the model can be increased. Through research, the algorithm can also be installed on the camera
of UAVs for real-time detection, thereby effectively aiding the rescue staff in search and rescue to
reduce casualties.
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