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Abstract: In this paper, the method for compensating the temperature drift of high-G MEMS
accelerometer (HGMA) is proposed, including radial basis function neural network (RBF NN),
RBF NN based on genetic algorithm (GA), RBF NN based on GA with Kalman filter (KF), and the
RBF NN + GA + KF method compensated by the temperature drift model. First, this paper introduces
an HGMA structure working principle, conducts a finite element analysis, and produces the results.
The simulation results show that the HGMA working mode is the 1st order mode, and its resonant
frequency is 408 kHz. The 2nd order mode resonant frequency is 667 kHz, and the gap with the
first mode is 260 kHz, indicating that the coupling movement between the two modes is tiny, so the
HGMA has good linearity. Then, a temperature experiment is performed to obtain the output value of
HGMA. The output values of HGMA are analyzed and optimized by using the algorithms proposed
in this paper. The processing results show that the RBF NN + GA + KF method compensated by
the temperature drift model achieves the best denoing consequent. The processing results show
that the temperature drift of the HGMA is effectively compensated. The final results show that
acceleration random walking improved from 17130 g/h/Hz0.5 to 765.3 g/h/Hz0.5, and bias stability
improved from 4720 g/h to 57.27 g/h, respectively. The results show that after using the RBF NN +
GA + KF method, combined with the temperature drift model, the temperature drift trend and noise
characteristics of HGMA are well optimized.

Keywords: high-G MEMS accelerometer; theoretical simulation; temperature drift compensation;
radial basis function neural network; genetic algorithm; Kalman Filter

1. Introduction

A high-range, impact-resistant, high-G micro electro mechanical system (MEMS) accelerometer
(HGMA) has important applications in navigation, defense, and impact measurement [1]. Temperature
is the main reason for limiting the accuracy of a high-G MEMS accelerometer. A large body of research
has been dedicated to improving the temperature characteristics of a high-G MEMS accelerometer.
In general, there are two main methods for temperature compensation: hardware compensation
methods, and software compensation methods.

The hardware methods include optimizing the MEMS accelerometer structure or controlling the
MEMS accelerometer operating temperature. For example: Liu proposed a high-precision capacitive
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MEMS accelerometer temperature compensation method, which is based on parasitic resistance [2].
Li designed a new differential silicon substrate, which can significantly reduce the temperature
drift of the accelerometer [3]. Tsai developed a complementary metal-oxide-semiconductor (CMOS)
micro-electromechanical system (MEMS) accelerometer. The accelerometer has higher sensitivity and
suppresses temperature drift significantly [4]. Xu proposed an INS/uwb integrated system based
on uffb to effectively reduce the drift error of the sensor [5]. Yang proposed that architecture use an
on-chip temperature sensor to achieve on-chip temperature compensation, and a micro-heater to realize
on-chip temperature control of the sensor [6]. Cao analyzed the noise and temperature compensation
method of the MEMS gyroscope and studied the circuit interface structure and bandwidth of the MEMS
sensor, effectively suppressing the noise of the MEMS sensor [7–10]. To a certain extent, the hardware
compensation method does not only increase the volume and power consumption of the accelerometer,
but also increases costs, so the hardware method is not applicable in applications that require low cost
and low power consumption.

The second compensation method is the software method, which studies the law between the
temperature and the output signal of the MEMS accelerometer, and then establishes a temperature drift
model to compensate the effects of temperature drift. For example: Lee proposed that the impact of
temperature changes on accelerometers can be reduced by accurately predicting and compensating for
the temperature sensitivity of resonant frequency [11]. Li studied the static temperature mathematic
model of quartz flexible accelerometer to then obtain temperature compensation of the accelerometer
by DSP operation [12]. Dominik combines the experimental method with the numerical simulation
method to provide ceramic acceleration with good accuracy in high temperature environments [13].
Yang proposed a new, simple mathematical model that makes the sensor output more robust at
high temperatures, which was successfully applied to two low-cost quartz accelerometers [14].
He established an analytical model for the temperature drift of bias (TDB) and temperature drift
of scale factor (TDSF), which is based on the analysis results of thermal deformation and stiffness
temperature dependence. This model can effectively improve the accuracy of a silicon MEMS
capacitive accelerometer [15]. Cao proposed to use multiple fading factors for a strong tracking
Kalman filter (STKF), which can better adapt to the uncertainty of the accelerometer error model [16].
Ruzza obtained original data through the temperature test and established a low-order polynomial
equation, combined it with the measurement error caused by thermal drift, and then used them in
the temperature drift compensation of the accelerometer [17]. Shen proposed a parallel processing
algorithm of the temperature error based on variational mode decomposition (VMD) and an augmented
nonlinear differentiator (AND), which can increase the efficiency of temperature error processing [18].
Zhang proposed a complete analytical model based on the Hamilon’s principle, which provides a new
perspective for studying the relationship between temperature and nonlinearity [19]. Cheng proposed
a modification of an radial basis function neural network (RBF ANN) based on temperature
compensation models for interferometric fiber optical gyroscopes (IFOGs) [20]. Huang proposed
that the appropriate filter be designed according to different error models; they then combined the
multi-model method with the extended Kalman filter (EKF) method to estimate the state optimally,
which improves the accuracy and effectiveness of the sensor [21]. Xu proposed a federated extended
finite impulse response (EFIR) filter to improve the accuracy of the sensor [22]. Shen proposed a
new multi-input/single-output model based on genetic algorithm (GA) and Elman neural network
(Elman NN) to improve the temperature drift modeling accuracy of the sensor [23]. Xia proposed a
temperature prediction and control model based on BP NN and Fuzzy-PID control method, which can
successfully reduce the zero-rate output [24]. Software methods offer advantages of simple structure,
low cost and convenient implementation, and are convenient for improving the precision of the
MEMS accelerometer.

RBF NN based on GA has been proposed and successfully applied to the temperature drift model
of the MEMS gyroscope [25]. Unlike previous accelerometer temperature drift models, a new fusion
algorithm (RBF + NN + GA + KF combined with temperature drift model) was proposed in this paper
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to make the accelerometer more accurate. The new algorithm considers not only temperature and
temperature variation rate, but also temperature product term.

The paper will be introduced as follows: The structure of the MEMS accelerometer and the
temperature experiment are described in Section 2; the temperature drift model and fusion algorithm
are shown in Section 3; Section 4 shows the temperature experiment; and Section 5 shows the results of
data processing and the analysis results of various algorithms. The conclusions are given in Section 6.

2. Structure of MEMS Accelerometer and Temperature Experiment

Work Mode Analysis

The original signal collected in this paper is from a newly designed and manufactured high-G
MEMS accelerometer (HGMA) [26,27]. It has a high impact survival rate and high measuring range.
The detection method of the HGMA is piezoresistance, and output signal is voltage. HGMA adopts
four beams and an island structure. The frame, four beams and center mass are all rectangular, which is
conducive to processing. Its structure diagram and parameters are shown in Figure 1.
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Figure 1. HGMA structure schematic and size.

The coordinate system is constructed with the cross section of the accelerometer. The central
dividing line of the cross section is the Z axis (the direction is positive when downward). The other
middle line is the X axis, and the right direction is positive. The frame constructed is shown in Figure 1.
The beam’s length, width and thickness are a1, b1 and c1, respectively, and the mass’s length, width and
thickness are 2a2, b2 and c2, respectively. The size values are shown in Table 1.

Table 1. Structural parameters of the HGMA.

Beam Mass

Parameters length (a1) width (b1) height (c1) length (a2) width (b2) height (c1)
Size/µm 350 800 80 800 800 200

The accelerometer structure mode distribution is simulated and analyzed through ANSYS soft at
four primary resonance modes, and shown in Figure 2a–d as the first, second, third and fourth modes,
respectively. The first mode mass moves along the Z axis, and is the working mode. The second mode
mass rotates around the X-axis. The third mode mass rotates around the Y-axis. The fourth mode mass
and frame move along the Z axis. The resonant frequencies of the four modes are shown in Table 2,
which indicates that the 1st order is the working mode of HGMA and its resonant frequency is 408 kHz.
The 2nd order mode resonant frequency is 667 kHz and has 260 kHz gap with the 1st mode, which
means that the coupling movement between these two modes is tiny and good for HGMA linearity.
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Table 2. Resonant frequencies of the four modes.

Mode Shapes 1 2 3 4

Resonant Frequency/kHz 408 667 671 1119

The structure of HGMA is made of silicon and bonding on glass. The main technological process
is mainly divided into 12 steps. The SEM photos and CCD photos of the accelerometer structure are
shown in Figure 3.
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3. Model and Algorithm

3.1. Temperature Drift Model

In this paper, in order to solve the temperature drift problem of HGMA mentioned in Section 2,
a new MEMS temperature drift model is established. Three factors (temperature, temperature variation
rate and temperature product term) are considered in this model. They can fully reflect the temperature
condition of the MEMS accelerometer. Therefore, it is beneficial to improve the accuracy of the
accelerometer. The three-factor matrix C is shown in Equation (1).

C =

 T
.
T

T × ∆T

 (1)

where T is the temperature, Ṫ is the rate of temperature variation rate, and T × ∆T is the product term.
Then, the complex model is constructed by a neural network, and these three factors are used as inputs
to the model, just as shown in Figure 4. Let F(·) be the objective function to be trained. The objective
function is shown in Equation (2):

E = F(C) = F{

 T
.
T

T × ∆T

} (2)
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3.2. The Algorithm of RBF NN

RBF is a non-negative and non-linear function with local distribution of center points and
symmetric attenuation of radial center points. The local distribution of center point means that
when the input is in a specified small area, the RBF of the hidden unit will achieve a meaningful
non-zero response. Radial symmetric attenuation means that the response of RFB depends on the
input point closer to the center of the RBF. The closer the input point is to the center of RBF, the more
sensitive the output variable is, and the stronger the generated output signal can be.

A hidden layer of neural work is introduced into the RBF, and then RBF NN is established.
RBF NN has a similar neural network structure as other forward neural networks. The RBF neural
network has only three layers, and each layer structure has its own unique characteristics. As shown
in Figure 5, it has a perceptual-associative-response structure. Compared with other neural networks,
RFB neural network has advantages of strong classification ability, simple optimization process, and
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fast learning speed. When the RBF NN has more hidden layer neuron nodes, it has a stronger
computing ability, mapping ability, and better function approximation ability, so it can approach a
complex function curve with arbitrary precision [20].Appl. Sci. 2019, 1, x 6 of 13 
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The basis function of RBF NN is shown in Equation (3).

αj(x) = ψj(‖x− cj‖/σj) (3)

where aj (x) is a radial basis function, ||·||2 is an exemplary number, usually taken as the Euclidean
norm, cj is the center point of the function in j, σj is the breadth of the hidden layer neuron around
the basis function, ||x − cj|| is the Euclidean distance from x to cj, ψj has a maximum value at cj,
which is a radially symmetric function. When ||x − cj|| increases, ψj decreases to zero quickly.
For the determined value of x, only a few processing elements that is near the center can be activated.

Generally, there are three types of radial basis functions: Gaussian functions, multiple quadratic
functions, and wavelet functions. Gaussian functions are the most commonly used, shown in
Equation (4).

aj(x) = ψj(‖x− cj‖/σj) = e
−
‖x−cj‖

2

2σ2
j (4)

The network output of the RBF NN is shown in Equation (5).

y = Wα(x) or yi =
m

∑
j=1

wijαj(x), i = 1, 2, · · · , r (5)

where wij is the connection weight between the i-th hidden layer node and the j-th output layer node.
The learning algorithm with weights is shown in Equation (6).

wij(l + 1) = wij(l) + β[yd
i − yi(l)]αj(x)/αT(x)α(x) (6)

where β is the learning rate. In order to improve the convergence performance of the iterative learning
algorithm, the range of β is 0 to 2.

During the training process of the algorithm NN, when x is far away from cj, the output of αj(x)
is also nearly close to 0 when passing through the linear nerve of the second layer. The value of the
corresponding weight will also be affected, if the value of αj(x) is more than a value such as 0.06.
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When x and cj become very close (almost nearly zero), the output of the layer is almost equal to 1,
and when passing through the second layer, the output value is almost equal to the weight value of the
second layer. After such training, RBF NN was found to offer fast learning speed on the local network.

3.3. The Algorithm of RBF NN based on GA

Genetic algorithm is an adaptive and global probabilistic search algorithm, which simulates
the criterion of survival of the fittest. The genetic algorithm mainly includes five basic steps:
Coding, generating initial population, setting function of the fitness, designing the genetic operator,
and determining the operating parameters. The process of GA is shown in Figure 6. The steps are
as follows:
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(1) Random numbers are generated by a random number generator, which is set to the initial set
of RBF NN. At the same time, the GA run parameters are set.

(2) Define the fitness function, judge the individual’s ability to adapt to the environment through
the fitness function, and set the individual fitness value f.

(3) Evaluate the fitness value. If the fitness value f < δ (δ is the set error value), the requirement is
met, training is stopped, and the output parameter is sent to the RBF NN. These parameters are optimal.

(4) If the fitness value f ≥ δ, the selection, intersection, and mutation operations are performed
to generate a new individual, that is to say, the parameters are updated, and the fitness value is
calculated again.

(5) It is judged as to whether the fitness value satisfies the condition. If it is not satisfied, step (4)
is repeated, and if satisfied, the optimal solution is delivered.

3.4. RBF NN Based on GA with KF

The Kalman filtering algorithm can be divided into two information update processes: time
update and measurement update process; these processes are recursive. The KF process is shown in
Figure 7.

During the time update process, two updates are completed. Firstly, the state transition matrix
is used to combine the k − 1 time information to complete the prediction of the value of k time.
Secondly, the calculation of the one-step prediction mean square error is completed, and the quality of
the prediction is quantitatively described. In summary, the transition from k − 1 to k is completed by
using information related to system dynamics.
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During the measurement update process, the remaining three formulas are utilized, which can
make full use of the measured values and residuals. Finally, the optimal value of the estimator and the
smaller estimation error is obtained.

One-step prediction of state:
X̂k/k−1 = Φk,k−1X̂k−1 (7)

State estimate:
X̂k = X̂k/k−1 + Kk(Zk − HkX̂k/k−1) (8)

Filter gain:

Kk = Pk/k−1HT
k (HkPk/k−1HT

k + R)
−1

(9)

One-step prediction of mean square error:

Pk/k−1 = Φk,k−1Pk−1ΦT
k,k−1 + Γk−1QΓT

k−1 (10)

Estimated mean square error:
Pk = (I − Kk Hk)Pk/k−1 (11)

where Hk is a measurement matrix, Pk/k − 1 is a matrix of prior estimate error covariance; Kk is a filter
gain matrix; Pk is a matrix of estimation error variance; R is the covariance of measurement noise
covariance; Q is the covariance of process noise. According to the above formula, it can be found that
if the initial value of X̂0 and P0 are determined, the state estimation of X̂k(k = 1, 2, · · · ) at k moment
can be calculated by the measurement vector of Zk at k moment.

In this section, the three algorithms of KF, RBF NN and GA are merged, and the RBF NN +
GA + KF fusion algorithm is established. The algorithm is online in real-time and also has certain
learning abilities. Combined with the temperature drift model, the RBF NN + GA + KF temperature
compensation model fusion algorithm is determined. The flow chart of the fusion algorithm is shown
in Figure 8.
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4. Temperature Experiment Proposal

Through temperature experiments, the temperature characteristic of MEMS, the accelerometer,
can be tested. In the temperature experiment, the temperature controlled oven can accurately provide
a temperature range of −50 ◦C to +150 ◦C. This ensures precise control of the accelerometer test
temperature. The experimental equipment is shown in Figure 9. A power supply (GWINSTEK
GPS-4303C, Good Will Instrument Co., Suzhou, Jiangsu, China) is employed to provide +5V voltage to
HGMA, and a high-speed data acquisition system and a computer are employed to collect the HGMA
output signal. The temperature is 25 ◦C (room temperature value).

Appl. Sci. 2019, 1, x 9 of 13 

 

abilities. Combined with the temperature drift model, the RBF NN + GA + KF temperature 
compensation model fusion algorithm is determined. The flow chart of the fusion algorithm is shown 
in Figure 8. 

TΔ
T T×Δ

1kT −

+

Temperature 
drift model

RBF NN GA KFOutput 
data (V)

correction

Output data 
after process (v)

 
Figure 8. The process of RBF NN + GA + KF fusion algorithm. 

The steps of RBF NN + GA + KF temperature compensation model fusion algorithm are as follows: 
(1) Initial (original) data is generated in the temperature experiment. 
(2) Using the neural network method to establish the temperature drift model, the temperature, 

temperature variation rate and temperature product term are taken as the input of the model.  
(3) The output data based on RBF NN + GA + KF is corrected by the output data of the 

temperature drift model, and then the temperature compensation model fusion algorithm is 
established. 

(4) Temperature compensation model fusion algorithm based on RBF NN + GA + KF is 
established as shown in Figure 8. 

(5) Output the data processed by the RBF NN + GA + KF temperature compensation model 
fusion algorithm. 

4. Temperature Experiment Proposal 

Through temperature experiments, the temperature characteristic of MEMS, the accelerometer, 
can be tested. In the temperature experiment, the temperature controlled oven can accurately provide 
a temperature range of −50 °C to +150 °C. This ensures precise control of the accelerometer test 
temperature. The experimental equipment is shown in Figure 9. A power supply (GWINSTEK GPS-
4303C, Good Will Instrument Co., Suzhou, Jiangsu, China) is employed to provide +5V voltage to 
HGMA, and a high-speed data acquisition system and a computer are employed to collect the HGMA 
output signal. The temperature is 25°C (room temperature value). 

 
Figure 9. Temperature test equipment. Figure 9. Temperature test equipment.

First, the oven temperature range is set between −10 ◦C and 60 ◦C. Then, power is switched
on, and it starts to pick up data, which includes HGMA output and temperature value (a thermal
resistance is arranged with HGMA to provide real temperature information). The data collection
process is continuous (Figure 10).
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5. Verification and Analysis

The experimental results of the MEMS accelerometer temperature experiment are shown in
Figure 10. It can be seen that when the temperature changes from −10 ◦C to 60 ◦C, the acceleration
output signal is approximately 5367 g. This means that the output of HGMA is greatly affected by
temperature. To compensate for the accelerometer signal temperature, three temperature compensation
models (RBF NN, RBF NN + GA, and RBF NN + GA + KF) are established here, as shown in Figure 11.
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Figure 11. The three temperature energy models influence drift of the accelerometer.

Based on the established model, the results of the above models are calculated, as can be seen
from Figure 11. All three models can approximate the original data very well, but RBF NN + GA +
KF does a good job at suppressing noise. This work then employs the RBF NN + GA + KF denoising
method and temperature drift method to improve HGMA precision. As can be seen from Figure 12,
when the temperature changes from −10 ◦C to 60 ◦C, the acceleration output signal is approximately
385 g. This means that the fusion algorithm can effectively reduce the influence of temperature drift on
HGMA precision.



Appl. Sci. 2019, 9, 695 11 of 13

Appl. Sci. 2019, 1, x 11 of 13 

 

385 g. This means that the fusion algorithm can effectively reduce the influence of temperature drift 
on HGMA precision. 

 
Figure 12. The compensation results of accelerometer based on three methods. 

Allan variance is employed to evaluate the denoising and temperature compensation result of 
the methods; the results are shown in Figure 13. The acceleration random walking and bias stability 
(referring to angular random walking and bias stability of gyroscope) results of the original signal, 
RBF NN denoising, RBF NN + GA and RBF NN + GA + KF are 17130 g/h/Hz0.5, 4720 g/h; 11470 
g/h/Hz0.5, 3595 g/h; 10760 g/h/Hz0.5, 3416 g/h; 6918 g/h/Hz0.5, 2587 g/h, respectively. And after 
temperature correction, the acceleration random walking and bias stability of HGMA during −10 °C 
to 60 °C are 765.3 g/h/Hz0.5 and 57.27 g/h. The results are shown in Table 3. 

 
Figure 13. The Allan variance derivation of the compensation results of HGMA based on three 
methods. 

Table 3. Results of Allan variance analysis. 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

x 104

387

387.5

388

388.5

389

389.5

390

Time (s)

H
G

M
A

 O
ut

pu
t (

g)

 

 
RBF NN+GA+KF Denoising Tnd TempeTTtuTe CoTTection

100 101 102 103 104
101

102

103

104

105

106

ClusteT Time (s)

A
llT

n 
D

eT
iv

Tt
io

n 
(g

/h
)

 

 
OTiginTl
RBF NN Denoising
RBF NN+GA Denoising
RBF NN+GA+KF Denoising
RBF NN+GA+KF Denoising Tnd TempeTTtuTe CoTTection

Figure 12. The compensation results of accelerometer based on three methods.

Allan variance is employed to evaluate the denoising and temperature compensation result of
the methods; the results are shown in Figure 13. The acceleration random walking and bias stability
(referring to angular random walking and bias stability of gyroscope) results of the original signal,
RBF NN denoising, RBF NN + GA and RBF NN + GA + KF are 17130 g/h/Hz0.5, 4720 g/h; 11470
g/h/Hz0.5, 3595 g/h; 10760 g/h/Hz0.5, 3416 g/h; 6918 g/h/Hz0.5, 2587 g/h, respectively. And after
temperature correction, the acceleration random walking and bias stability of HGMA during −10 ◦C
to 60 ◦C are 765.3 g/h/Hz0.5 and 57.27 g/h. The results are shown in Table 3.
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Table 3. Results of Allan variance analysis.

De-Noising Temperature
Compensation

Original data RBF NN RBF NN + GA RBF NN + GA + KF RBF NN + GA + KF
B(g/h/Hz0.5) N(g/h) B(g/h/Hz0.5) N(g/h) B(g/h/Hz0.5) N(g/h) B(g/h/Hz0.5) N(g/h) B(g/h/Hz0.5) N(g/h)

17130 4720 11470 3595 10760 3416 6918 2587 765.3 57.27
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6. Conclusions

This paper studies the design, fabrication, and corresponding algorithms to compensate for the
temperature drift in a new HGMA. The accelerometer structure uses a beam structure. The simulation
results show that the resonant frequency of HGMA in the 1st order mode is 408 kHz. The 2nd mode
resonant frequency is 667kHz, and the gap with the first mode is 260 kHz, so the coupling movement
between the two modes is small, and HGMA has better linearity. For the temperature compensation
of HGMA, four algorithms are proposed: RBF NN, RBF NN + GA, RBF NN + GA + KF and the RBF
NN + GA + KF method compensated by the temperature drift model. First, the temperature drift
accuracy is improved by the RBF neural network. Second, GA is used to optimize the parameters of
the RBF NN. Next, the Kalman filter algorithm is used to optimize the output value, and then the
temperature drift model is used to compensate RBF NN + GA + KF. Finally, a new fusion algorithm of
RBF NN + GA + KF combined with the temperature drift model is proposed. The fusion algorithm
can effectively compensate the temperature drift of the HGMA. At last, the Allan variance coefficient
shows a comparison of the three methods with the original data. The data shows that if the RBF NN +
GA + KF method combined with the temperature drift model is used, acceleration random walking is
from 17130 g/h/Hz0.5 to 765.3 g/h/Hz0.5, and bias stability is from 4720 g/h to 57.27 g/h.
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