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Featured Application: The comparative results of the effectiveness of different wind turbine
placement methods will facilitate the application of a more advantageous method to be used for
the wind farm design, and hence improve the cost effectiveness of wind power exploitation.

Abstract: For the exploitation of wind energy, planning/designing a wind farm plays a crucial role in
the development of wind farm project, which must be implemented at an early stage, and has a vast
influence on the stages of operation and control for wind farm development. As a step of the wind
farm planning/designing, optimizing the wind turbine placements is an effective tool in increasing
the power production of a wind farm leading to an increased financial return. In this paper, the
optimization of an offshore wind farm with an irregular boundary is carried out to investigate the
effectiveness of grid and coordinate wind farm design methods. In the study of the grid method, the
effect of grid density on the layout optimization results is explored with 20 × 30 and 40 × 60 grid
cells, and the means of coping with the irregular wind farm boundary using different wind farm
design methods are developed in this paper. The results show that, depending on the number of
installed wind turbines, a power output increase from 1% to 1.5% is achieved by increasing the grid
density from 20 × 30 to 40 × 60. However, the computational time is more than doubled, rising
from 23 h to 47 h with 40 wind turbines being optimized from the coarse grid cells to the densified
grid cells. In comparison, the coordinate method is the best option for achieving the largest power
increase of 1.5% to 2% (relative to the coarse 20 × 30 grid method), while the least computational
time (21 h with 40 wind turbines optimized) is spent.

Keywords: wind farm optimization; irregular boundary handling; grid method; grid density;
coordinate method

1. Introduction

Wind energy has attracted extensive attentions for the past few decades as a sustainable energy
source. In early days, wind energy was primarily utilized for the household activities, including the
grain grinding and water pumping for irrigation [1]. Modern application of utilizing wind resource
is mainly for producing electric power [2]. The electric power that is harvested from wind energy
is achieved by wind turbines that are placed in cluster to make full use of local wind resources
forming a wind farm [3]. However, grouping wind turbines in cluster causes the unavoidable
wake interactions, which reduces the total wind farm power output and jeopardizes the wind farm
operational performance [4]. Followed by the extraction of kinetic energy from the incoming wind, the
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wind velocity reduces and it takes tens of kilometers to recover to its original free-stream condition.
The air-disturbed area in the flow path is called wake region. When another wind turbine is located
inside the wake region of upstream wind turbines, its performance will be greatly affected, which
is called the wake effect phenomenon [5]. In order to reduce the wake power losses, wind turbine
locations can be optimally chosen based on the contours of the wind farm, the number and size of
wind turbines, and the prevailing wind conditions [6].

The study of wind farm layout optimization can be traced back to 1994, when Mosetti et al. [7]
studied a 2 km × 2 km square wind farm when considering three types of ideal wind conditions with
discrete wind speed/direction. They divided the wind farm with 10 × 10 grid and then used the
binary number (0 or 1) to indicate whether the wind turbine exists at a particular grid cell (which is
named the grid method). Following this research, Beyer et al. [8] studied the layout optimization of
three different types of wind farms using the (x, y) coordinates to represent the wind turbine positions
(which is called the coordinate method). Through layout optimization, great improvements in the
wind farm power output and economic return have been reported in these two pioneer studies. Over
the last decade, a great number of researches on the wind farm optimization have been published.
Perez et al. [9] employed the aforementioned coordinate method on an offshore wind farm study
while using mathematical programming techniques. Feng and Shen [10] proposed the random search
algorithm for the layout optimization of Horns Rev wind farm using the coordinate method. In a
paper by Chen et al. [11], a multi-objective genetic algorithm was applied for the optimization studies
with two optimization objectives: maximizing the wind farm efficiency and minimizing the cost of
energy production. Apart from these studies that apply the coordinate method, others have applied
the grid method for the wind farm layout optimization. Zhang et al. [12] proposed the mixed integer
programs for optimization using the wind farm grid method and incorporating the complex constraints,
including the landowner participation and noise limits. The landowner participation problem is also
studied in references [13,14] using the grid method. In addition, Kuo et al. [15] proposed a new
mechanistic semi-empirical wake interaction model, while Shakoor et al. [16] proposed a definite point
selection technique for wind farm layout optimization studies using the grid method. Due to the
representation discrepancy of the wind turbine position for the grid and coordinate methods, their
pros and cons are prominent. For the grid method, the available wind turbines locations are fixed with
a given grid density, while the number of wind turbines during the optimization running is variable,
and hence the optimal wind turbine number can be directly obtained following optimization. The
coordinate method fixes the number of wind turbines before conducting optimization, and hence it is
more efficient in the optimization under a known wind turbine number.

Though the coordinate method, can theoretically find better results than the grid method with
more flexible wind turbine positions, the grid method may narrow the gap of results by increasing the
grid density. Given the strong dependence of the results on the optimization formulation, selected
algorithm, etc., more in-depth studies are yet to be done by comparing the effectiveness of different
wind farm design methods. However, the comparative research of wind farm design methods
in literature has been rare. In reference [17], the impact of type of grid cell division on the wind
farm optimization results is investigated for the square and circular shape wind farm. Mittal [18]
employed a densified grid method (relative to the baseline grid method) for the layout optimization of
a square shape wind farm, and an improvement of the optimized wind farm performance is achieved.
Wang et al. [19] carried out the comparative study of the grid and the coordinate methods, while the
objective wind farm is also an ideal square shape. Above all, previous research on the comparison
of different wind farm design methods are all targeting an ideal wind farm with regular boundary
shape, based on which the drawn conclusions are probably not eligible for the real wind farm design.
Hence, this paper aims to fill the research gap by studying a real two-dimensional wind farm layout
optimization with an irregular boundary. In order to investigate the grid method more systematically,
two grid densities (coarse 20× 30 and densified 40× 60 grid) are studied. When compared to previous
research in the literature, the main contributions of this paper are: (1) the comparative study of different
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wind farm design methods is conducted for a real irregular-boundary wind farm for the first time;
and, (2) Means of coping with the boundary constraints using different wind farm design methods are
developed, which will shed light on a new perspective for tackling the wind farm optimization with
other irregular boundary characteristics.

2. Optimization Models

2.1. Wake Model

For the wind farm optimization, an analytical wake model that quantitatively describes the wake
effect should be incorporated into the mathematical formulations. In this paper, the PARK model is
applied to quantify the average wind speed in the wake and wake radius behind an upstream wind
turbine rotor. Its major characteristic is illustrated in Figure 1 [20].
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The original PARK model is proposed by N.O. Jensen et al. [21]. The wake model assumes a linear
wind expansion after the wake passes the wind turbine rotor. rx indicates the wake radius at the axial
distance of x, which is given by:

rx = r0 + αx (1)

Based on the theory of momentum conservation, the wind velocity vx at an axial distance of x
downstream of the wind turbine rotor can be calculated by:

v1 = v0

[
1− 2a

(
r0

r0 + αx

)2
]

(2)

where v0 is the free stream wind speed and vx is the wind speed in the wake at the axial distance of x.
Notice that the parameter r0 in the equations is the downstream rotor radius (indicating the radius
right behind the wind turbine rotor). According to the actuator disk theory, r0 is calculated based on
the wind turbine rotor radius R as:

r0 = R
√

1− a
1− 2a

(3)

where a is axial induction factor depicting the induction percent of wind speed reduction. In
Equations (1) and (2), α is the entrainment constant that is associated with the surface roughness
(z0) and hub height (h), with the equation of:

α =
0.5

ln
(

h
z0

) (4)
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The velocity deficit (Vel_def ) between two wind turbines is calculated by [22]:

Vel_de f = 2a
(

r0

r0 + αx

)2
√

Aoverlap

Arotor
(5)

where Aoverlap is the overlapping between the wake and wind turbine rotor. It equals zero without
wake interaction and it equals rotor area Arotor with the full wake interaction. For the partial wake
interaction, it is calculated according to the relative wind turbine positions [23].

For a wind turbine i that is affected by multiple wakes of up to N wind turbines, the velocity
deficit is given by:

Vel_de fi =

√√√√√ N

∑
i=1

√Ai
overlap

Airotor
2a
(

r0

r0 + αxi

)2
2

(6)

The final incoming wind speed of the wake-affected wind turbine is calculated by:

vi = v0(1−Vel_de fi) (7)

2.2. Wind Turbine Model and Wind Farm Cost Model

The real wind farm model studied in this paper is an offshore wind farm that is situated in
Northern Europe. As reported in reference [24], the Bonus 1 MW wind turbine is installed in the wind
farm, and the wind turbine properties are shown in Table 1 (P is the individual wind turbine power
output and U is the incoming wind speed magnitude).

Table 1. Wind turbine model properties installed in the real offshore wind farm.

Parameters Values

Rated power 1000 kW
Rotor diameter 54 m

Hub height 60 m
Cut-in wind speed 3 m/s
Rated wind speed 15 m/s

Cut-out wind speed 25 m/s
Turbine power P = 0.2963U3 kW

There are mainly two types of objective functions for the study of wind farm optimization in the
literature, which are the total power output [25,26] and the cost of energy [27,28]. In this paper, Chen’s
cost model is introduced for the optimization study and it incorporates a variety of elements that are
associated with real wind farm development, such as the market cost, labor cost, etc. [29,30]. The cost
model is given by [31]:

cost = −0.1539× Pr − 0.001× N + 2× Pr × N + 0.2504 (8)

where the cost unit is in million dollars. Pr is the wind turbine nominal power and N is the wind
turbine number. With this model, it can be seen that the wind farm cost is associated with two factors:
the wind turbine number and wind turbine rated power. Notice that this cost model is a general
expression that describes the real wind farm cost and it is not customized for the current wind farm
due to a lack of relevant local-market information. However, since the main focus of this paper is to
compare the effectiveness of different wind farm design methods, while the influence of cost model
on the comparative study outcomes should be trivial, the utilization of the cost model for the current
optimization study should be justified.
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2.3. Wind Condition Model

The wind scenario is typically depicted using wind speed and wind direction. In the literature, the
simplified wind scenario has been extensively employed for the wind farm layout optimization, which
is mainly used for testing the effectiveness of newly proposed methods and techniques, and it mostly
incorporates the discrete wind speed/direction description. Realistic description of wind scenario is
established on the basis of the measured wind condition data with continuous wind speed/direction
variation, and it is commonly accepted that the wind condition variation can be described by the
Weibull distribution [32]:

f (v) =
k
c

(v
c

)k−1
exp

(
−
(v

c

)k
)

(9)

where f (v) is the probability frequency of wind speed v, c, and k are the scale parameter and shape
parameter, respectively. The cumulative Weibull distribution F(v) is given by:

F(v) = 1− exp
(
−
(v

c

)k
)

(10)

The wind condition in the real wind farm layout optimization study in this paper is shown in
Table 2. In the current work, 360◦ wind directions are equally divided into 24 sections with 15◦ interval.
In each of these 24 sections, the wind speed variation is represented by the Weibull distribution, where
the probability of occurrence of wind blowing amongst the section is indicated by ω. Obviously,
the predominate wind direction is between 75◦ and 105◦. Notice that, although the indicated wind
condition is employed for wind farm layout optimization, a finer 3◦ wind direction division (angular
resolution) will be applied for power output evaluation analysis due to the reported remark of
potentially favorable wind power performance with a resolution coarser than 3◦ in reference [33,34].

Table 2. Detail of the Weibull distribution wind condition for the wind farm optimization.

Direction k c ω Direction k c ω

0◦~15◦ 2 9 0 180◦~195◦ 2 9 0.01
15◦~30◦ 2 9 0.01 195◦~210◦ 2 9 0.01
30◦~45◦ 2 9 0.01 210◦~225◦ 2 9 0.01
45◦~60◦ 2 9 0.01 225◦~240◦ 2 9 0.01
60◦~75◦ 2 9 0.01 240◦~255◦ 2 9 0.01
75◦~90◦ 2 9 0.2 255◦~270◦ 2 9 0.01
90◦~105◦ 2 9 0.6 270◦~285◦ 2 9 0.01

105◦~120◦ 2 9 0.01 285◦~300◦ 2 9 0.01
120◦~135◦ 2 9 0.01 300◦~315◦ 2 9 0.01
135◦~150◦ 2 9 0.01 315◦~330◦ 2 9 0.01
150◦~165◦ 2 9 0.01 330◦~345◦ 2 9 0.01
165◦~180◦ 2 9 0.01 345◦~0◦ 2 9 0.01

3. Methodology

The grid wind farm design method (including two grid densities with 20 × 30 and 40 × 60 grid)
and coordinate wind farm design method are applied in this paper for comparative study. In this
section, the irregular boundary handling techniques using different design methods, the objective
function evaluation method, and the optimization algorithm are introduced.

3.1. Boundary Handling Methods

The boundary of studied wind farm is irregular, which is shown in Figure 2, as indicated by
the black curved lines. Two different grid densities, i.e., coarse 20 × 30 and refined 40 × 60 grid, are
employed, as shown in Figure 2a,b, respectively. The grid cell lengths for the two different divisions
are 200 and 100 m, respectively. It is defined that the feasible grid cells are those that are inside the
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wind farm boundary that can be the potential wind turbine locations, while the infeasible grid cells are
those outside the wind farm boundary that cannot be the positions for placing wind turbines. In order
to guarantee that the wind turbines are placed within the wind farm boundary for final solutions,
the infeasible grid cells are combined into a number of larger rectangles with different sizes. These
artificially selected rectangles are made to facilitate the optimization coding, and they are determined
by the boundary defining point Pi (red color asterisk points in Figure 2) and one of the four vertices of
the whole wind farm boundary as the rectangle diagonal. In this manner, the infeasible grid regions
can be determined by the range of row and column indices of these rectangles. Reflected by the
number of boundary defining points for the two different grid densities, there are 25 rectangles in
total for the 20 × 30 grid, while there are 43 rectangles for the 40 × 60 grid. As can be anticipated,
the number of infeasible rectangles increases with more a densified grid. More infeasible rectangles
that are inappropriate for locating wind turbines will enable the optimization to be subject to a more
complex boundary constraint, which leads to an increasingly high computational burden. Given the
significant increase in computational cost, grid cells that are denser than 40 × 60 are not included in
the comparative study of this paper.
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Figure 2. Schematic of the boundary handling technique for the optimization study using the grid
method with: (a) coarse 20 × 30 grid and (b) refined 40 × 60 grid.

Unlike the boundary representation using the grid method, Figure 3 shows an alternative way to
represent the irregular boundary while using the coordinate method. To facilitate the mathematical
coding of the wind farm boundary representation, the left portion of the boundary curve is
approximated by interpolated polylines. In order to increase the accuracy of the interpolation polylines,
the left portion boundary is divided into two interpolated curves by polynomial approximation: y1(x)
(blue color in Figure 3) and y2(x) (green color in Figure 3). These two interpolation polylines are
connected with the interpolation points (shown as the asterisk points in the figure). As can be seen, the
difference between the original boundary and the interpolated polylines is small, which justifies the
accuracy of this approximation process. In comparison, the right portion of the boundary is directly
the polyline p {(X1, Y1), (X2, Y2), . . . , (X7, Y7)}, which can be determined by connecting these vertex
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points (shown as the dot points in Figure 3). For i-th wind turbine with the x coordinate xi, define a
feasible interval of y values that is located inside the wind farm boundary as:

C(xi) = {z | y`(xi) ≤ z ≤ yu(xi)} (11)

where y`(xi) is the lower bound and yu(xi) is the upper bound at the coordinate xi, and X =

x1y1x2y2 . . . xNyN is comprised of the coordinates of wind turbines (with 2N variables in total). The
feasible wind farm layout ensures that all the wind turbine positions are among the feasible intervals.
Hence, it satisfies:

N

∑
i=0

φ(X, i) = 0 (12)

in which, the further definition is made as:

φ(X, i) =

{
1 y /∈ C(xi)

0 y ∈ C(xi)
(13)
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Figure 3. Schematic of the boundary handling technique for the optimization using the
coordinate method.

In comparison to the constraint handling method for the grid method, the formulations of
constraint handling for coordinate method are much more straightforward and are hence less
computationally intensive. The lower and upper bounds of the y coordinates restrict the wind turbine
locations inside the wind farm boundary.

3.2. Comparison of Grid and Coordinate Methods

The selection of wind farm design methods (including selection of grid densities) only affects
the means of representation of wind turbine positions. For instance, the wind turbine positions are
continuously depicted by Cartesian coordinates in the coordinate method. For the i-th wind turbine
in the wind farm, its position is represented by (xi, yi). In comparison, the representation of the
wind turbine positions is discrete and determined by the grid divisions/densities for the grid method.
For the i-th wind turbine in the wind farm, its row and column indices are mi and ni, respectively.
When choosing the 20 × 30 grid, the row index value is between 1 and 20, while the column index
value is between 1 and 30. There are 600 available places for locating wind turbines and the minimal
interval of available wind turbine positions is 200 m in both the X and Y directions. When choosing
the 40 × 60 grid, the row index value is between 1 and 40, while the column index value is between 1
and 60. In total, there are 2400 available places for locating wind turbines and the minimal interval is
100 m. When the grid cells are further refined, there will be more available places and the less minimal
interval. Based on the row and column indices for the grid method, the x and y coordinates of wind
turbines are calculated as the product of the indices and the interval.
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Though the coordinate method has the prominent advantage in the representation of wind turbine
positions from concept, the wind turbine number is fixed in one optimization running, and hence it
requires repetitive running to obtain the optimal number of wind turbines. Instead, the grid method
can simultaneously optimize the wind turbine positions and the number of wind turbines in one
optimization running, and hence it is more advantageous in this regard. Note that, except for the
difference of representation of wind turbine positions, the subsequent steps of evaluating the wind
farm power output (or objective function) in Section 3.3 are the same for the different wind farm
design methods.

3.3. Objective Function Evaluation Method

According to the wind turbine positions (as represented in the form of Cartesian coordinates), the
velocity deficits of all wind turbines for different incoming wind directions are calculated based on the
introduced analytical wake model.

For the Weibull distribution wind condition, it has been confirmed that only the scaling parameter
c is modified by the wake effect, which is given by [32]:

ci(θ) = c(θ)× (1−Vel_de fi), i = 1, 2 . . . , N (14)

where c(θ) is the scale parameter on the wind direction θ and Vel_defi is the velocity deficit on i-th wind
direction. The expected individual wind turbine power output Pi under the Weibull distribution wind
condition can be represented by:

Pi =

360∫
0

pθ(θ)

∞∫
0

P(v)
k(θ)
ci(θ)

(
v

ci(θ)

)k(θ)−1
exp

(
−
(

v
ci(θ)

)k(θ)
)

dθdv (15)

where pθ(θ) is the probability of wind blowing on the wind direction θ, k(θ) is the shape parameter on
the wind direction θ, and P(v) is the wind turbine power output on wind speed v. By the discretization
of both wind speeds and wind directions, the individual wind turbine power can be mathematically
formulated, which consists of two parts. When the wind speed is beyond the rated speed, the expected
power P1 is given by:

P1 = Prated

Nθ

∑
l=1

{
ωl−1

(
exp

(
−
(

2vrated
ci(l − 1) + ci(l)

)k
)
− exp

(
−
(

2vcut−out

ci(l − 1) + ci(l)

)k
))}

(16)

where Nθ is the total number of divided wind direction sectors and ωl−1 is the probability of a specific
wind direction interval of (θl−1, θl). ci(l − 1) and ci(l) are the wake-affected scale parameter of the
corresponding wind directions, respectively. Between the cut-in and the rated wind speeds, the
expected power output P2 is given by:

P2 =
Nv+1

∑
j=1

0.2963
( vj−1+vj

2

)3 Nθ

∑
l=1

{
ωl−1

(
exp

(
−
(

2vj−1
ci(l−1)+ci(l)

)k
)

− exp
(
−
(

2vj
ci(l−1)+ci(l)

)k
))} (17)

where Nv is the total number of wind speed discretization bins and ωl−1 is the probability of the wind
direction amongst the interval of (θl−1, θl). The individual wind turbine power is calculated by the
aggregation of the two separate power parts by [35]:

Pi = P1 + P2 (18)



Appl. Sci. 2019, 9, 639 9 of 15

By substituting the wind farm cost (cost) and the total expected power output (Ptot) into the CoE
equation, the substituted CoE function is given by:

CoE = (−0.1539× Pr − 0.001× N + 2× Pr × N + 0.2504)/
N

∑
i=1

Pi (19)

where Pr is the wind turbine nominal power and N is wind turbines number. The optimization function
can be mathematically represented as follows and the minimum distance between wind turbines, dmin,
is set to be 7D (D is wind turbine diameter) in this paper.

Minimize : CoE = cost/Ptot

Subject to :
N
∑

i=0
φ(X, i) = 0 (boundary constraint)√(

xj − xi
)2

+
(
yj − yi

)2 ≥ dmin (for ∀ i and j, i 6= j) (proximity constraint)

(20)

Besides the objective function (CoE) that is optimized in the paper, it should also be mentioned
that the wind farm design methods tested could be incorporated into any objectives of the wind farm
layout optimization problem so long as the objective function is mathematically formulated. For
instance, the wind farm fatigue load is estimated with a stochastic model in reference [36]. By applying
the proposed wind farm design methods (grid or coordinate method) with a different optimization
objective, such as the wind farm fatigue load hypothetically, the optimal wind farm layouts can be
achieved in the same manner.

In this paper, single objective genetic algorithm (SOGA) is employed as the optimization algorithm
for different wind farm design methods studied. SOGA is a metaheuristic algorithm and it is performed
while mimicking the natural selection process. It searches problems by relying on bio-inspired
operators, including mutation, crossover, and selection [37]. The setting of genetic algorithm (GA)
parameters that are used for the optimization using different wind farm design methods in this paper
are summarized in Table 3. Regardless of the wind farm design methods, the same scattered crossover
operator with a rate of 0.8 and the same bit-flip mutation operator with a rate of 0.1 are employed for
GA optimization. Attributed to the utilization of C++ compiler platform for the program coding, more
GA optimization generations are possible to facilitate the search for the global optimization of wind
turbine positions. In this paper, at least half a million generations (for densified grid method) are run
for the optimization study and the GA optimization will be terminated once it reaches the predefined
maximum generation number.

Table 3. Setting of genetic algorithm (GA) parameters of the wind farm layout optimization using
different design methods.

Parameters
Design Methods Grid Method (20 × 30 grid) Grid Method (40 × 60 grid) Coordinate Method

Population type Binary Binary Real
Number of variables 600 2400 2 N

Population size 600 600 600
Generations 1 million 0.5 million 0.5 million

N is number of wind turbines.

4. Results and Discussion

4.1. Comparison of Computational Results

Figure 4 shows the comparative results of cost of energy using the 20 × 30 grid method, 40 ×
60 grid method, and coordinate method for the wind farm layout optimization. Various numbers of
wind turbines from 40 to 46 are studied in this paper. As can be seen, there is a large improvement



Appl. Sci. 2019, 9, 639 10 of 15

in the cost of energy for the 40 × 60 grid method and coordinate method when compared with the
20 × 30 grid method. The discrepancy between the 20 × 30 grid method and coordinate method can
be up to 0.19 million dollars per megawatt when there are 46 wind turbines, while the 40 × 60 grid
method yields a slightly larger cost of energy than the coordinate method. As the number of wind
turbines increases, at a certain number of wind turbines there may be some fluctuations of the cost
of energy (especially for the two grid methods), which is possibly because the sub-optimal results
are obtained. In general, the cost of energy increases for all of the wind farm design methods as the
number of wind turbines increases. According to the cost of energy results, it is concluded that the
coarse 20 × 30 grid method is not sufficient for wind farm layout optimization, as it yields significantly
inferior results when compared to other methods. In comparison, the results of the refined 40 × 60
grid method and coordinate method are much closer. In addition, the performance of the coordinate
method is particularly stable, showing steadily increasing cost of energy with more turbines installed.
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design methods.

The comparative results of wind farm efficiency are presented in Figure 5 using different design
methods for the number of wind turbines between 40 and 46. The wind farm efficiency is defined as
the real wind farm power output when considering the wake losses divided by the theoretical wind
farm power output neglecting the wake losses:

Wind fam efficiency =
Ptot(wake losses)

Ptot(wake losses neglected)
(21)

as can be seen from Figure 5, the trend of variation of wind farm efficiency is opposite to the cost
of energy. When the number of wind turbines increases, the wind farm efficiency decreases. The
decrease of wind farm efficiency for the 20 × 30 grid is the most prominent as compared to the other
two methods. The maximum discrepancy of wind farm efficiency between the 20 × 30 grid method
and coordinate method is 2% with 46 wind turbines. When applying the coordinate method, the wind
farm efficiency is able to maintain above 99% for all different numbers of wind turbines, while the
wind farm efficiency for the 40 × 60 grid is slightly smaller and fluctuating from approximately 99.1%
to 98.8% as the number of wind turbines increases.

The total wind farm power outputs that were obtained by different wind farm design methods are
presented in Figure 6 for different wind turbine numbers. Evidently, 20 × 30 grid method yields the
lowest power output, which is approximately 200 kW less than the other two methods. The difference
between the produced power predicted by the 40 × 60 grid method and the coordinate method are
small. In general, the total power output linearly increases with the wind turbine number. Table 4
shows the variation in the wind farm power output predicted by the 40 × 60 grid method and the
coordinate method relative to the 20 × 30 grid method. As the wind turbine number increases from 40
to 46, the power increase by using the 40 × 60 grid method varies roughly from 1% to 1.5%, while the
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power increase by using the coordinate method varies from 1.5% to 2%, depending on the number of
installed wind turbines.
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Table 4. Total wind farm power output increase of different number of wind turbines using refined 40
× 60 grid method and coordinate method with respect to the coarse 20 × 30 grid density.

Number of Turbines 40 41 42 43 44 45 46

Relative power increase using (40 × 60 grid) 1.13% 1.4% 1.19% 1.16% 1.53% 1.42% 1.49%
Relative power increase using coordinate method 1.47% 1.69% 1.58% 1.6% 1.87% 1.84% 1.96%

4.2. Comparison of Computational Cost

The computational costs of the optimization are quantified while using the wall time of High
Performance Computer (HPC) that was running to more systematically compare the effectiveness
of the methods. The computation is conducted using two 64-bit Intel Xeon Cores and 2 Gigabytes
memory running on SUSE Linux operating system, and the codes are compiled with the Intel compiler.
Figure 7 shows the running time of 20 × 30, 40 × 60, and the coordinate method for a different
number of wind turbines. From the results, it is found that the 40 × 60 grid method consumes much
more (almost two- or three-fold) computational time than the other two methods. In comparison, the
increase of computational time with the coordinate method is faster than that with the 20 × 30 grid
method. When there are less wind turbines, the 20 × 30 grid method consumes slightly more time
than the coordinate method. When the number of wind turbines further increases, the coordinate
method consumes more time.
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4.3. Comparison of Optimal Wind Farm Layouts

Figure 8 shows the optimal layouts of 40 wind turbines, in which the wind turbine positions are
indicated by the red-color cross symbols. The dominant wind directions are from the bottom to the
top. In comparison, the layout for the 20 × 30 grid method is very different from the layouts that
were obtained by the other two methods. The layouts for the 40 × 60 grid method and coordinate
method are similar, which can be anticipated, since their optimization results are close to each other.
In general, as many wind turbines as possible are distributed along the wind farm boundary to fully
enlarge the distance between wind turbines. For the grid method, the wind turbine positions must
be aligned with horizontal or vertical lines, which have limited feasible locations. For the coordinate
method, their positions are more flexible and have no limits on the placement of wind turbines. With
46 wind turbines installed (shown in Figure 9), more wind turbines are located close to the wind farm
boundary with the coordinate method, and those wind turbines present the staggered distribution
pattern inside the wind farm area.
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4.4. Angular Resolution Analysis of Wind Climatology

In order to consider the effect of angular resolution of wind climatology on the power output
estimation and to compare the optimization results with a different wind farm design method in
a more systematic and convincing way, the obtained optimal wind farm layouts with the setting
of 15◦ wind direction division are they further evaluated with a finer 3◦ angular resolution. The
comparative results with different wind farm design methods are shown in Table 5. As can be seen,
when the finer wind direction division is applied for power output evaluation, the discrepancy of
optimized total wind farm power output becomes even smaller and the power output of the densified
40 × 60 grid method and the coordinate method are very close to each other. Nevertheless, the
coordinate method still yields slightly more power than the 40 × 60 grid method, followed by the
20 × 30 grid method. Quantitatively, when a finer angular resolution is applied for power output
evaluation, the performance of wind farm layout optimization decreases from approximately 1.5% to
0.5%. Furthermore, by comparing the power output results with the original 15◦ and a finer 3◦ angular
resolutions, it is found that the overall power output decrease is approximately 0.1%~0.3%, depending
on the number of wind turbines optimized.

Table 5. Comparison of the optimized total wind farm power output (in kW) with different wind farm
design methods in a finer 3◦ angular resolution of wind climatology.

Design Methods
Turbine Number

40 41 42 43 44 45 46

Grid method (20 × 30 grid) 8303 8484.4 8708.2 8899.5 9089.5 9274.2 9482.8
Grid method (40 × 60 grid) 8316.1 8504.9 8719.2 8924.1 9132.9 9302.3 9528.4

Coordinate method 8316.8 8534.5 8745.3 8924.6 9155.5 9345.6 9528.9

5. Conclusions

For planning/designing a wind farm, the layout optimization is an important step to be
implemented in order to increase the profit return of wind farm project by alleviating the wake
effect. In this paper, an irregular wind farm layout optimization is carried out with different layout
design methods, including the discrete grid method and the continuous coordinate method. For the
grid method, two grid densities of 20 × 30 and 40 × 60 are investigated to verify the performance of
the method with the cell refinement. Techniques of handling the irregular boundary with different
wind farm design methods are proposed to guarantee the feasible results of wind turbine placement.
The optimization results show that the performance of a coarse 20 × 30 grid method is the worst, with
a large cost of energy and low wind farm efficiency, but the computational cost is lower. By applying
the densified grid cells, the grid method achieves a significant increase of total wind farm power
output, varying from 1% to 1.5%, with 40 to 46 wind turbines being installed. However, the better
optimization results can be achieved at the expense of significantly more computational time (roughly
two- to three-fold more time than the coarse girds). In comparison, the coordinate method has the best
performance in achieving the largest total wind farm power output. The relative increase of the total
wind farm power output with the coordinate method is between 1.5% and 2% for 40 to 46 installed
wind turbines with respect to the 20 × 30 grid method. The computational time of the coordinate
method and the 20 × 30 grid method is the least and they are very close to each other. In conclusion,
the coordinate method is the best option amongst the wind farm design methods, with a good balance
of the wind farm optimization results and computational cost. By further evaluating the wind farm
power output with the original 15◦ and finer 3◦ angular resolutions, it is found that the overall power
output decrease is approximately 0.1%~0.3%, depending on the number of wind turbines optimized.
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