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Abstract: In this study, the temperature distribution of the Methane-Air premixed flame was
measured. In order to enhance the measurement accuracy of the CT-TDLAS (Computed
tomography-tunable diode laser absorption spectroscopy), the SMART (simultaneous multiplicative
algebraic reconstruction technique) algorithm has been adopted. Further, the SLOS (summation of
line of sight) and the CSLOS (corrective summation of line of sight) methods have been adopted to
increase measurement accuracies. It has been verified that the relative error for the temperatures
measured by the thermocouples and calculated by the CT-TDLAS was about 10%.

Keywords: Methane-Air premixed flame; computed tomography-tunable diode laser absorption
spectroscopy; temperature; concentration; burner; exhaust gas

1. Introduction

The control environment of the manufacturing process has recently been a very important factor in
real industry. It can improve the quality of the product by adjusting various gases in the manufacturing
process. Furthermore, polluted gases, such as CO, NOX, and SOX are produced during the burning
process in engines, burners, and turbines. In order to reduce emissions of these harmful substances,
the quality of combustions of these processes should be improved. The combustion quality can be
managed by controlling the combustion factors, such as temperature and concentration. To attain
clean gas emissions, measurements for the local temperature and concentration distributions in the
combustion field should be attained in real-time. As measurement methods for this, SAW (surface
acoustic wave) type sensor was proposed to detect CO2 [1] and to measure gas temperature [2].
For other gas measurements, such as CO, NOX, CO2 [3], and NH4 [4], the electric type sensor was
adopted. All of these approaches are not appropriate for the measurement of temperature and
concentration fields, i.e., the distributions of temperature and gas concentration. On the other hand,
there have been several approaches to using laser technology. It has been proven that the TDLAS
(tunable diode laser absorption spectroscopy) is able to measure the temperature and concentration
with fast response time [5–16]. Yamakage et al. [7] showed that the TDLAS could measure transient
changes of temperature and concentration in a combustion engine under various operation loads.
Kranendonk et al. [10] presented a tunable ECDL (external-cavity diode laser) based on a rapidly
vibrating diffraction grating. The laser scanned from 1374 to 1472 nm band of H2O for HCCI
(homogeneous-charge compression ignition) engine measurements. Rieker et al. [11] detected by crank
angle-resolved of gas temperature and water vapor concentration during the compression stroke of
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an IC (internal combustion) engine with a diode laser absorption sensor. Among the more advanced
technologies, CT-TDLAS (computed tomography-tunable diode laser absorption spectroscopy) is the
most important technique for measuring the distributions of temperature and concentration across the
2-dimensional planes [17–20]. However, supplying gases or real flame is not uniform. In this study,
suggest a 2-dimensional measurement of irregular flow or exhaust gases.

In this study, CT-TDLAS has been adopted for the measurement of temperature distribution at
a cross-section of Methane-Air premixed flame. The SMART (simultaneous multiplicative algebraic
reconstruction technique) algorithm has been also adopted for CT (computed tomography) calculation
for real flame measurement [20]. The absorption spectra of H2O vapor near the wavelength of 1388 nm
were used for signal reconstructions. In the CT process, it is important to adopt the initial values for
the temperatures at all grids. Therefore, CSLOS (corrective summation of line of sight) method has
been adopted. The temperatures obtained by using the CT-TDLAS technique were compared with
those obtained by thermocouples.

2. Theory of TDLAS

TDLAS is a technique that measures the absorption spectra of the selected gas using fast response
continuous lasers. The principle of TDLAS is based on Lambert Beer’s law. The main part of the
TDLAS system is the diode laser of which, working wavelengths are adjusted to the range of absorptive
wavelengths of the target gas. When the incident laser beam passes through the target gas, the spectra
of the transmitted laser beam at the opposite side have absorptive spectra at certain wavelengths that
are an optically inherent characteristic of the gas. Accordingly, the number density (n) of the measured
gas species is related to the absorbance of light, as in the following Equation (1):

It(λ)

I0(λ)
= exp{Aλ} = exp{−

∑
i

(P · ni · L
∑

j

Si, j(T)Gvi, j)} (1)

Here, I0 is the incident light intensity, It the transmitted light intensity, Aλ the absorbance, ni the
number density of species i, L the path length, Si,j the temperature-dependent absorption line strength
of the absorption line j, P is the pressure and Gvi,j the line broadening function. Broadening function
Gvi,j has been approximated by the general Voigt profile represented [20].

The intrinsic absorption wavelengths of H2O, near 1388 nm, were used for temperature sensitivity
measurements of the combustion environments. Figure 1 shows the absorption spectrum of H2O in
the near-infrared region (1388 nm), which has been calculated by the HITRAN database [21]. Three
absorption lines located at 1388.139 nm (#1), 1388.328 nm (#2), and 1388.454 nm (#3) have remarkable
temperature dependence at three different temperatures (300 K, 700 K, 1500 K), and they were utilized
for temperature measurements.
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Figure 2a shows the theoretical absorption intensity variations of three dominant wavelengths
(#1, #2, #3) for temperature variations of H2O. Figure 2b represents the temperature dependency of the
ratios of the three dominant wavelengths. It can be said that the ratio of #1/#2 has a strong linearity
for temperature increments. In the CT process, this linearity is utilized for temperature calculations,
in which the calculation errors between the temperature obtained from the theoretical absorption
spectra and the temperature obtained from the experimental absorption spectra.
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3. TDLAS Tomographic Reconstruction Model (Prototype, Tokushima University, Tokushima,
Japan, 2016)

In order to get a two-dimensional temperature distribution via CT calculations, multiple laser
beams produced in a form of mesh shown in Figure 3 were constructed by a semiconductor laser,
and then all laser intensity information at the grid points of the mesh was reconstructed theoretically
using the experimental absorption spectra.
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The signal intensity of the absorption lines of the laser pass j is can be expressed by the following
Equation (2).

Aλ, j = −
∑

i

ni · Li, j · αλ,i (2)

Here, Aλ,j is the integrated absorbance of wavelength λ in the path j, αλ,i is the absorption
coefficient of wavelength λ inside a grid i on the path and is dependent upon the temperature and the
density of species. Li,j is the path length inside the grid i.

Figure 4 shows how the temperatures and the concentrations at the grids of the mesh in Figure 3
are obtained in CT calculations.
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In the CT process, it is important to adopt the initial values for the temperatures and the
concentrations at all grids. In this study, CSLOS (corrective summation of line of sight) method has
been adopted. In this method, all absorption signals passing at a grid are added and they are used as
the experimental spectra at all grids. The initial values of temperature and concentration at the grids
have been installed considering the length and the location of the laser lines. At the initial stages of
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CT calculation, the initial values obtained by the CSLOS method are used for the calculation of the
SMART algorithm, in which Equation (3) is used for the calculation of the absorption coefficients αλ,i.

αλ,i
k+1 = αλ,i

k
· exp


J∑

j=1

Li j

I∑
i=1

Li j

· log
Aλ, j

I∑
i=1
αλ,i · Li j

 (3)

The SMART algorithm is based on a combination product of algebraic reconstruction. This is an
iterative calculation approach that allows a cross-entropy minimization. It has been mainly used to
reduce convergence time in iterative calculations.

4. Estimation of Initial Temperature and Performance Evaluation

Estimation of proper initial temperature value has a great influence on the result of tomography
calculation. Inappropriate initial values lead to the calculation in the diverging direction. It is difficult
to determine an initial temperature value from an unknown temperature field. Also, finding the
optimum value from an arbitrary temperature value will take a lot of computation time. In this
study, initial values were calculated using SLOS (summation of line of sight) and CSLOS (corrective
summation of line of sight) method. It is to calculate the initial temperature by calculating the ratio of
the integrated absorption amount of the wavelength (#1, #2) about the laser crossing each cell and
using the intensity ratio of Figure 2b. It is expressed by the following Equations (4) and (5).

SLOS =
A#1, j1 + A#1, j2

A#2, j1 + A#2, j2
(4)

CSLOS =

A#1, j1
L j1

+
A#1, j2

L j2

A#2, j1
L j1

+
A#2, j2

L j2

(5)

Here, j1 and j2 are laser beams passing through each cell. The CSLOS method considers the length
of laser path compared with the SLOS method. In the case where there is a lot of information on
intersecting lasers, the more accurate initial temperature can be calculated.

Once the initial absorption spectra are obtained by the use of SLOS and CSLOS, the absorption
coefficients represented by Equation (3) are calculated iteratively until the differences between the
theoretical absorbance and the experimental absorbance using the MSE (mean square error) function
as shown in Equation (6) are minimized so that the final temperature and concentration are decided.
During iterative calculations, all theoretical spectra were normalized with maximum intensity.

Error =
∑{

(Aλ, j)theory − (Aλ, j)experiment

}2
(6)

5. Experimental Setup

Figure 5 shows the experimental setup. The absorption spectra of H2O in a flame burner have
been measured. The burner has a double-tube structure composed of a sintered bronze filter and
external piping. Methane (CH4) gas has been used as fuel and it has been mixed with air supplied
through a sintered bronze filter. The diameter of the main burner tube is 6 mm. The 16 path CT-TDLAS
measurement cells as shown in Figure 6 have been set at the position 95 mm above the burner.
The experimental parameters are summarized in Table 1.
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Table 1. Experimental parameters.

Combustion Fuel Methane
(L/min)

Dry Air
(L/min)

Around Air
(L/min)

All Air:
Dry Air + Around Air

(L/min)

Methane-Air
premixed flame 0.74 3.4 96.6 100

A DFB (distributed feedback) diode laser (NTT Electronics Co., NLK1E5GAAA) of which working
wavelength is 1388 nm with a scanning range of 0.6 nm was used to get H2O gas absorption spectra.
In order to measure simultaneous 2-dimensional absorption spectra a 16-path cell as shown in Figure 6
has been used. Laser paths have 7 mm to 12.3 mm spacing with each other for covering 2-dimensional
space. The laser beam has been separated by the use of an optical fiber splitter (OPNETI CO., SMF-28e
1310 nm SWBC 1 × 16). Then, the separated 16 beams pass through 16 collimators (THORLABS Co.,
50-1310-APC) to attain focused light intensity. The intensity of the transmitted light has been detected
by 16 photodiodes (Hamamatsu Photonics and G8370-01), and they have scanned with 1 kHz and have
been recorded onto the recorder (HIOKI E.E. Co., 8861 Memory Highcoda HD Analog16). The detected
signals have been amplified using the amplifier (Stanford Research Systems, SR445A).
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For temperature comparisons, the temperatures at the same position of the laser 16-path were
also measured by one thermocouple with a diameter of 100 µm (ANBE SMT Co., BM-100-100-050).

6. Results and Discussion

In this study, three absorption lines located at 1388.139 nm (#1), 1388.328 nm (#2) and 1388.454 nm
(#3) have been chosen for the calculation of temperature and concentration of H2O. Absorption spectra
of H2O at 1388–1388.6 nm in the 16-path cell have been measured by the CT-TDLAS system shown in
Figure 6.

6.1. Optimization for TDLAS

The cause of the error in TDLAS is the disagreement between the theory and experiment.
The discrepancies between the original virtual data and the TDLAS calculation data are not so large,
and it would be also improved by revising the theoretical spectroscopic data [22]. In addition, it is
important to evaluate CT algorithm errors [18,23] together with the evaluation of these spectroscopic
errors. The CT algorithm error is according to the shape of the temperature and concentration
distributions, and the error tends to increase when the shape is complicated. In actual use of the optical
experimental apparatus, the process of reducing the error between the theory and actual experiment
is important. It is directly measured by changing the temperature and pressure of the target gas
to be measured, and it can be corrected by contrast with the theoretical value. Figure 7 shows the
comparisons between the temperatures measured by the TDLAS and by the thermocouple. At the
temperature range of 300 K to 800 K, the absorption intensities obtained by a calibration process have
been used, in which the concentration of H2O, the temperature and the pressure could be controlled in
a cell [24,25]. At the temperature range higher than 800 K, the absorption intensities obtained by a
flat flame burner test [22] performed under the temperature range from 1244 K to 1264 K have been
used. Using these results, the HITRAN database over 800 K has been modified for the actual TDLAS
calculations. It can be said that the temperature measured by the thermocouple and the temperature
calculated by the TDLAS shows a good agreement, revealing high accuracy.
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6.2. Estimation of Initial Temperature and the Spatial Resolution Evaluate for CT-TDLAS

The temperature distribution of a virtual flame was generated by the use of Gaussian function
at the temperature range of 280 K to 1200 K. The virtual temperature profiles having three different
FWHM (full width at half maximum) values (10 mm, 15 mm, 20 mm) have been generated, and the
profiles have been reconstructed by CT-TDLAS using those virtual data. In order to evaluate the initial
temperature of the CT-TDLAS, MSE has been tested. Figure 8 shows the result of MSE evaluation for
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the case of Table 2 (Case 3). It can be seen that CSLOS method has better performance than SLOS
method for initial value calculation. The minimum error value by the CSLOS method was 3.26× 10−3.
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Table 2. The spatial resolution evaluated for the virtual data.

Case No.
FWHM
(Virtual)

[mm]

FWHM
(CT-TDLAS)

[mm]
SSD ZNCC

Case 1 10 16.9 0.14785 0.83801
Case 2 15 17.7 0.05381 0.97191
Case 3 20 18.1 0.01962 0.99907

In order to evaluate the spatial resolution of the CT-TDLAS, three factors have been tested. The first
one is the FWHM. Then, the FWHM values of the reconstructed temperature profiles by CT-TDLAS
have been compared with those of the virtual temperature profiles. The second one is SSD (sum of
squared difference). The SSD value has been defined by Equation (11). If the SSD value is close to
“0”, the two profiles are almost the same patterns. The third one is ZNCC (zero-mean normalized
cross-correlation) value shown in Equation (12). If this value is close to “1”, the virtual data and the
data obtained by CT-TDLAS are similar patterns. That is, the correlation between the two values is
very high.

SSD =

√√√√√√N−1∑
i=0

M−1∑
j=0

{
(Ti, j)virtual − (Ti, j)CT–TDLAS

}2

NM
/TR (11)

ZNCC =

N−1∑
i=0

M−1∑
j=0

{
(Ti, j − T)virtual × (Ti, j − T)CT–TDLAS

}
√

N−1∑
i=0

M−1∑
j=0

(Ti, j − T)virtual
2 ×

N−1∑
i=0

M−1∑
j=0

(Ti, j − T)CT–TDLAS
2

, T =

N−1∑
i=0

M−1∑
j=0

Ti, j

NM
(12)

Here, Ti, j is the temperature at each point in a calculation area, TR is the representing temperature
(the max temperature of virtual data), N is the total number of meshes along X-axis in the calculation
area, and M is the total number of meshes along Y-axis in the calculation.

Table 2 shows the comparison of the above three values between the virtual data and the data
obtained by CT-TDLAS for three different cases, of which FWHM is 10 mm, 15 mm, and 20 mm. It can
be said that the SSD values for the three cases are less than 5% (13.155 K/280 K) at most. This implies
that the discrepancy between the original virtual data and the data obtained by CT-TDLAS calculation
is very small, showing that the present calculation approach is appropriate. Figure 9a,b shows the



Appl. Sci. 2019, 9, 4955 9 of 14

results of the case 3. Figure 9c shows the temperature profiles at the centerline of the calculation area
for the virtual one and the CT-TDLAS calculation results.
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The spatial resolution of CT is related to the spatial density of the calculation grid. The number of
the grid in a CT calculation area and the distance between each grid is known as the sampling interval,
which is a function of the accuracy of the CT calculation. In this study used a spatial resolution of the CT
is about 18.1 mm (Case3) shown in Table 2. This result is due to the configuration of the CT calculation
grid considering a position of laser path in the whole measurement area. The composition of CT grid
used 10 × 10 for the measurement area with a diameter of 70 mm. The larger the FWHM value of the
virtual temperature field is higher the estimation ability with respect to temperature, and the smaller
the FWHM value is the lower the estimation ability of the temperature. It can be confirmed by SSD
(sum of squared difference), ZNCC (zero-mean normalized cross-correlation) method.

6.3. Experimental Tests

Figure 10 shows the 2-dimensional temperature field measured by one thermocouple experiment.
This shows the reconstructed temperature calculated at the grids of 2 mm intervals of the measurement
cell. It can be seen that the temperature at the center area is relatively high temperature.
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Figure 11 shows the minimum MSE of the absorption intensities on all grids when the CSLOS
initial values have been adopted. The minimum value was 8.86× 10−3.
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Figure 12a,b shows the results obtained by the CT-TDLAS, in which the SMART algorithm has
been adopted. It can be seen that the temperature distribution is similar to the distribution measured
by the thermocouple as shown in Figure 10, revealing that the temperature calculated by the current
approach of CT-TDLAS is validated. However, there is some irregular distribution in the concentration
field. This is due to the influences of the boundary grids.
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Figure 13a–c shows the comparisons of the results measured by the thermocouple and calculated
by the CT-TDLAS for three different Y locations at Y = 0 mm, Y =−7 mm, and Y =−14 mm. It can be seen
that the discrepancies between the temperature measured by the thermocouple and the temperature
calculated by the CT-TDLAS are quite small at outside locations from the flame burner center.



Appl. Sci. 2019, 9, 4955 12 of 14
Appl. Sci. 2019, 9, x FOR PEER REVIEW 12 of 14 

 
(a) Y = 0 mm 

 
(b) Y = −7 mm 

 
(c) Y = −14 mm 

Figure 14. Comparisons of temperature distribution at Y = 0mm, −7 mm and −14 mm calculated by 
the SMART algorithm of CT-TDLAS and measured by the thermocouple. 

Table 3 shows the spatial resolution between thermocouple results and CT-TDLAS results at a 
temperature. It can confirm the reliability of CT-TDLAS results from these quantitative values. 

Table 3. The spatial resolution evaluated for the real flame data. 

Measurement Type SSD ZNCC 
CT-TDLAS 0.05737 0.9480 

Figure 13. Comparisons of temperature distribution at Y = 0mm, −7 mm and −14 mm calculated by
the SMART algorithm of CT-TDLAS and measured by the thermocouple.

Table 3 shows the spatial resolution between thermocouple results and CT-TDLAS results at a
temperature. It can confirm the reliability of CT-TDLAS results from these quantitative values.



Appl. Sci. 2019, 9, 4955 13 of 14

Table 3. The spatial resolution evaluated for the real flame data.

Measurement Type SSD ZNCC

CT-TDLAS 0.05737 0.9480

7. Conclusions

The measurements for temperature distribution have been performed by a thermocouple.
The temperature distribution has been reconstructed by the SMART algorithm and the results
have been compared with those by the thermocouple giving the following summary.

1. It can be seen that the CSLOS method has better performance than the SLOS method for initial
value calculation. Therefore, a CSLOS method has been adopted to get initial values. It has
been experimentally shown that this approach is appropriate for choosing the initial values for
performing iterative calculations with the experimental absorption spectra of the CT-TDLAS.

2. In order to evaluate the performance of the adopted CT-TDLAS algorithm, three parameters,
FWHM, SSD, and ZNCC, have been adopted, by which the adopted CT-TDLAS algorithm is
capable of reconstructing the temperature distribution and the concentration distribution with
relatively high accuracy.

3. To enhance of the performance of the temperature measurement using the CT-TDLAS, the SMART
algorithm has been adopted, and the relative error was 10.12%. This implies that a SMART
algorithm is a reliable approach for reconstructing the multiple signals of the CT-TDLAS.

4. The discrepancies between the temperature measured by the thermocouple and the temperature
calculated by the CT-TDLAS were quite small at outside locations from the flame burner center.
However, these discrepancies were relatively larger at the center region (high-temperature area)
of the burner. It seems that the major part of the temperature discrepancies was due to the
influence of the radiation flux.
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