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Abstract: In recent years, within large cities with a high population density, traffic congestion has
become more and more serious, resulting in increased emissions of vehicles and reducing the efficiency
of urban operations. Many factors have caused traffic congestion, such as insufficient road capacity,
high vehicle density, poor urban traffic planning and inconsistent traffic light cycle configuration.
Among these factors, the problems of traffic light cycle configuration are the focal points of this
paper. If traffic lights can adjust the cycle dynamically with traffic data, it will reduce degrees of
traffic congestion significantly. Therefore, a modified mechanism based on Q-Learning to optimize
traffic light cycle configuration is proposed to obtain lower average vehicle delay time, while keeping
significantly fewer processing steps. The experimental results will show that the number of processing
steps of this proposed mechanism is 11.76 times fewer than that of the exhaustive search scheme, and
also that the average vehicle delay is only slightly lower than that of the exhaustive search scheme
by 5.4%. Therefore the proposed modified Q-learning mechanism will be capable of reducing the
degrees of traffic congestions effectively by minimizing processing steps.

Keywords: traffic congestion; traffic light cycle configuration; machine learning; reinforcement
learning; Q-learning

1. Introduction

In the past decade, world population has increased rapidly. Cities with high population density are
inevitably facing problems of traffic congestion, inclusive of reducing commuting efficiency, worsening
vehicle emissions, and increasing traffic accidents. Taiwan is one of the countries with the highest
population density, and her capital, Taipei, is the city with the highest population density. Taipei has
been affected by a large number of traffic and insensitive traffic lights during rush hours, causing
serious traffic congestion problems.

Existing traffic lights are usually configured with a fixed cycle, and do not take into account specific
traffic conditions. Such a configuration is very inefficient. When a large event is held during rush hours,
it inevitably gives rise to traffic congestions. In the past, in order to solve these problems of traffic
congestion, traffic officers could help relieve traffic congestion. However, this approach would lead
to an increased manpower burden and cause unnecessary risk to these traffic officers. Thus, to solve
traffic congestion problems, this paper proposes an intelligent traffic light system to initiate a better
traffic light cycle configuration and to simulate the schemes by which traffic officers control traffic lights
by analyzing the historical data. To achieve this system, a smart system is needed to adjust the cycle
configuration of traffic lights by applying reinforcement learning [1–3] in machine learning [4].
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It is an interesting topic to use information technology to solve traffic problems. For example,
Jianbin Chen et al. [5] used the local space-time autoregressive (LSTAR) model to predict traffic flow,
and a new parameter estimation method was formulated, based on the Localized Space-Time ARIMA
(LSTARIMA) model to reduce computational complexity for real-time prediction purposes. It is
noted that the new parameters estimation method of LSTARIMA uses a time variant weight matrix to
improve traffic prediction accuracy. Peng Qin et al. [6] used image analysis to solve traffic problems.
It is generally not possible to obtain a top view of intersections in real time, so we use past historical
data with Modified Q-learning to solve traffic congestion problems. The dataset used in this paper was
taken from the Department of Transportation, Taipei City Government. This data can collect traffic
data through vehicle detectors [7], including traffic flow, steering ratio, number of lanes and road
types. This study focuses on three important congestion intersections: The intersection of Minsheng W.
Rd. and Huanhe N. Rd., the intersection of Nanjing W. Rd. and Huanhe N. Rd. and the intersection
of Minsheng W. Rd. and Yanping N. Rd. These important intersections connect Taipei City and
New Taipei City. These intersections have long been plagued by traffic congestion problems. We use
modified Q-Learning to find better traffic light cycle configurations. The experimental results show
that the model can effectively recommend a better traffic light cycle configuration.

In the next section, we look at reinforcement learning and the way traffic data are being collected
are analyzed. Section 3 introduces methods, structures and the setting of this experiment. In Section 4,
the experimental results are presented. A conclusion is discussed in the final section.

2. Related Works

In recent years, the rapid development of artificial intelligence [8] technology, coupled with
traffic road perception technology [9], has become quite mature. Therefore, the application of artificial
intelligence and transportation can develop rapidly. Traffic road perception devices are capable of
collecting various data in traffic, including traffic flow, steering ratios, number of lanes, road types
and vehicle types. Machine learning is characterized by the ability to use collected data to train
high-performance models. One of the most commonly-used ones is deep learning in machine learning,
which can be classified into several categories, such as supervised learning, unsupervised learning and
reinforcement learning, as shown in Figure 1. It should be noted that machine learning is a subset of
artificial intelligence, and deep learning is a subset of machine learning.
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The reinforcement learning method, one of the machine learning methods, has achieved many
outstanding results in interactive games. One of the most famous examples is AlphaGo [10], using deep
learning combined with reinforcement learning to enable machines to transcend humans in the field
of Go. This inspires the design of traffic light cycle configuration using the reinforcement learning
schemes, such as Q-learning, regarding the interaction of traffic lights and machines. Q-learning is a
model-free reinforcement learning algorithm, so it can handle problems using stochastic (random)
transitions and rewards. That is, it can learn a policy and assign an agent to take actions under certain
conditions, without requiring pre-defined adaptations. In this paper, we design a modified Q-Learning
mechanism which optimizes traffic light period configuration to find the minimum average vehicle
delay time (AVDT).

2.1. Intelligent Transportation System

The Intelligent Transportation System (ITS) is an integrated transportation management system
that uses new technologies effectively for the entire transportation management system to make traffic
safe, timely, accurate and efficient. In ITS, data can be obtained from a variety of sources, such as
Vehicle Detector, GPS, Infrastructure sensors and camera detectors. As to the rapid development of
ITS, Li Zhu et al. [11] proposed a guideline for the utilization of big data in modern ITS, including road
traffic accidents analysis, road traffic flow prediction, and so on. Regarding the road traffic accidents
analysis, Liang Qi et al. presented a system [12] that uses deterministic and stochastic Petri nets to
design an emergency traffic-light control system. The system provided emergency responses to the
intersections with accidents. For the aspect of road traffic flow prediction, D. Chen [13] proposed
an improved artificial bee colony (ABC) algorithm that used the crossover and mutation operators
of the differential evolution algorithm to replace the search strategy of employed bees in the ABC
algorithm. Their research came out with an optimal road traffic flow prediction. In recent years,
the technology applications and extensive applications of ITS have effectively handled License Plate
Detection [14], parking guidance system [15], predicting driver’s activity [16] and other applications.
Li, H. et al. [14] designed a novel architecture, named Roadside Parking net (RPnet), to accomplish
license plate (LP) detection and recognition with high system accuracy and low processing time.
Zhang, X., et al. [15] designed the Intelligent Travel and Parking Guidance System based on the
A* algorithm to get the optimal routes. Through the system implementation, traffic delays were
reduced, and traffic congestions were alleviated in their defined road network. Rekabdar, B. et al. [16]
proposed the Dilated Convolutional Neural Network (DCNN) to classify driver’s actions and activities
in real-world scenarios. Their proposed model functioned with less hand-picking features and high
predicting precision.

2.2. Artificial Intelligence

Artificial intelligence (AI) refers to the wisdom expressed by the machines which have been made
by people. It usually represents the technology of presenting human intelligence by using ordinary
computer programs. AI applications include constructing an ability of reasoning, knowing, planning,
learning, communicating, perceiving, moving objects, using tools and manipulating machinery, etc.
Many tools are used in AI, consisting of versions of search and artificial neural networks (ANNs),
mathematical optimization and methods based on statistics, probability and economics. Besides,
AI constitutes a kind of interdisciplinary assimilation of computer science, information engineering,
linguistics, psychology, mathematics and many other fields.

The rapid development of hardware devices has directly and indirectly helped AI development,
and has surpassed humans in many fields, such as machine vision [17,18], natural language
processing [19], games [20] and predictive classification, etc. These are all classified in machine learning.
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2.3. Machine Learning

Machine learning is a branch of AI, and is a way to achieve this AI; that is, to solve problems in
AI by using machine learning. Machine learning algorithms build mathematical models based on
sample data (called training data) to make predictions or decisions without explicit programming
to perform tasks. Machine learning has developed rapidly and diversely in recent years, involving
many disciplines, such as probability theory, statistics, approximation theory, convex analysis and
computational complexity theory.

Machine learning can be divided into three categories: Supervised learning [21], unsupervised
learning [22] and reinforcement learning. The supervised learning algorithm is based on the budget to
access the desired output of the limited input (training tag), and optimizes the selection of the input it
receives for the training tag. In unsupervised learning, the algorithm builds a mathematical model from
a set of data containing only inputs, but no desired output tags. The difference between supervised
learning and unsupervised learning is whether the training set target has a label. Reinforcement
learning deals with the interaction between the environment and the agent. In this paper, our model is
based upon the reinforcement learning mechanism.

2.4. Reinforcement Learning

Reinforcement learning is a machine learning method based on Markov Decision Processes
(MDP) [23]. Figure 2 shows a typical process flow of Markov Decision Processes. MDP is a discrete
time stochastic control process, which is useful for studying optimization problems solved via dynamic
programming and reinforcement learning. Reinforcement learning emphasizes the interaction between
the agent and the environment, and gets the maximum expected reward from it. The difference
between reinforcement learning and standard supervised learning is that it does not require the correct
input and output pairs, nor does it require any precise correction of suboptimal behavior. There are
well-known results in many fields, such as Cybernetics, Game Theory, and so on.
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Reinforced learning has been used in traffic light configuration to help us find the best state
by rewarding the actions chosen by the agent. Common methods of Reinforcement Learning are
Q-learning [24,25], Sarsa [26,27] and Policy Gradients [28,29]. Among them, Q-learning is a prominent
method in the field of control, which can reduce the risks and burdens caused by manual control.

2.5. Q-Learning

This Q-learning mechanism does not need to model the environment without special changes,
even for transfer functions or reward functions with random factors. Q-learning is to record learned
policies through a Q-table, and instructs the agent which action to take in order to gain the greatest
reward value. It can lead to a policy that maximizes the reward expectations of all steps in a limited
process. This article uses Q-learning and traffic lights interaction to learn and record vehicle delay time
in each case to help the system find the maximum reward policy.
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2.6. Vehicle Detector

Vehicle detectors can detect vehicles passing or arriving at a certain point, and are used to collect
traffic information on roads, including traffic flow, steering ratio, number of lanes, road types and
vehicle types. Most of detection methods are static. Some detectors are buried under the road through
sensing elements. When a vehicle passes by, the magnetic field changes, and the information is obtained.
Another way is to obtain traffic information by setting up infrared, Microwave or Ultrasonic sensors
on the roadside. Alternatively, we can obtain traffic data by comparing traffic images at intersections
with preset cameras.

2.7. Traffic Simulation System

The traffic simulation system is composed of highly complex mathematical models. It can calculate
average vehicle delay time by traffic flow, traffic light cycle, road type and the number of lanes. It helps
us simulate the control of traffic lights without having to directly control the actual traffic lights.
It reduces the risk in actual operations.

3. Traffic Light Cycle Recommendation Methods

The data set [30] used in this paper was taken from the Department of Transportation, Taipei
City Government. The data was collected during the rush hour periods from 7:00 to 9:00 and 17:00
to 19:00. Vehicle detectors can be used to collect traffic data, including traffic flow, steering ratio,
number of lanes and road type. Figure 3 shows three of the most crowded intersections (Red mark:
The intersection of Huanhe N. Rd. and Minsheng W. Rd.; Blue mark: The intersection of Huanhe N.
Rd. and Nanjing W. Rd.; Green mark: The intersection of Yanping N. Rd. and Minsheng W. Rd.) in
Taipei City. This study uses the modified Q-Learning method to find a better traffic light configuration
cycle. The experimental environment is developed by the Taiwan Institute of Transportation, Taiwan
Highway Capacity Software [31]. The system is dedicated to the Taiwan road analysis, and is set
differently for different states in each region.
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3.1. Road Traffic Indicator

Traffic congestion is a complicated problem [11]. There are many parameters needed to be
considered, such as the Saturation Flow Rate of the intersection, Lane Capacity, Effective Green Light
of the Saturation Flow Rate, Degree of Saturation and Average Vehicle Delay Time (AVDT). These data
can be calculated by the following methods.

Saturation Flow Rate, S, refers to the number of vehicles that pass through an intersection within one
hour, and is often used to evaluate the throughput of the lane. The calculation formula of S is as follows:

S =
3600

H
(1)

where S is the Saturation Flow Rate of the intersection, and it is in units of vehicles/green light hour, and H is
the number of seconds it takes for a car to pass through the intersection, and it is in units of second/vehicle.
3600 means that an hour is 3600 s. The maximum lane capacity Qmax can be defined as follows:

Qmax =
S× g

C
(2)

where Qmax is the maximum lane capacity, and it is in units of vehicles/hour, g is the effective time
of the green light, and C is the time of the cycle, and it is in units of seconds. It is noted that the
vehicle will lose partial time due to delay while starting from the stop state (that is defined as loss
time). The effective green light is defined as the green light time minus the loss time. The calculation
formula is as follows:

g = G + Y + R− (L1 + L2) (3)

G is the green light time in a cycle, Y is the yellow light time in a cycle, R is the red light time in a
cycle, L1 is the loss time when the vehicle starts, L2 is the loss time of the yellow light and the full red
light in a cycle. L1 or L2 must be set differently in different regions and road sections. This is the result
of long-term observation. In this experiment, L1 and L2 are preset to 4 s. The Degree of Saturation can
be known from the above Equation (2), and the calculation formula is as below:

D =
T

Qmax
(4)

where D is the degree of saturation, T is the Traffic flow, which means the total number of vehicles
passing through this road in one hour ,and it is in units of vehicles/hour, and Qmax is the maximum
lane capacity. If D is greater than 1, it means that the traffic flow has exceeded the lane load, which will
cause congestion. On the contrary, if D is less than 1, the traffic flow does not reach the maximum load
of the lane. Through Equation (4), the average vehicle delay time (AVDT) at a traffic intersection can
be estimated. The calculation formula is as below:

Dt =
Dn ∗ Tn + De ∗ Te + Ds ∗ Ts + Dw ∗ Tw

Tt
(5)

where Dt is the average vehicle delay time of the intersection, in units of seconds/vehicle, Dn is the
northbound lane average vehicle delay time, in units of seconds/vehicle, De is the eastward lane
average vehicle delay time, in units of seconds/vehicle, Ds is the southbound lane average vehicle delay
time, in units of seconds/vehicle, and Dw is the westward lane average vehicle delay time, in units of
second/vehicles. Tn is the northbound lane traffic flow, in units of vehicles/hour, Te is the eastward lane
traffic flow, in units of vehicles/hour, Ts is the southbound lane traffic flow, in units of vehicles/hour,
Tw is the westward lane traffic flow, in units of vehicles/hour, and Tt is the intersection traffic flow,
in units of vehicles/hour. If the Dt is larger, the traffic at this intersection becomes more congested.
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To estimate the efficacy of the model, we calculate the error rate of the AVDT as follows:

E =
DQlearning − Dbest

Dbest
× 100% (6)

where E is the error rate of the AVDT between the exhaustive search and modified Q-learning
mechanisms, in units of %, DQlearning is the modified Q-learning AVDT, in units of seconds/vehicle, and
Dbest is the exhaustive search scheme [32] AVDT, in units of seconds/vehicle. If E is smaller, the modified
Q-learning model efficacy is better.

We evaluate the system performance with respect to the processing steps as below:

I =
Sbest − SQlearning

SQlearning
× 100% (7)

where I is the improving rate of the processing steps by the proposed method, in units of %, SQlearning
represents the processing steps using modified Q-Learning, and Sbest is the processing steps using the
exhaustive search method. If I is larger, the number of processing steps of the proposed method is
fewer, and the system performance is better.

The congestion level at the intersection is divided into six levels, according to the Dt in the Taiwan
Highway Capacity Manual [33], as shown in Table 1. Level A is the average vehicle delay time of less
than 15 s (i.e., the traffic is light). On the other hand, Level F is the average vehicle delay time that is
higher than 80 s (i.e., the traffic is very heavy). This experiment is based on the Road Traffic Sign Marking
Line Setting Plan [34] to define a single phase which is recommended to be between 30 s and 120 s.

Table 1. Road traffic congestion level.

Level Average Vehicle Delay Time(s)

A 0 ≤ AVDT < 15

B 15 ≤ AVDT < 30

C 30 ≤ AVDT < 45

D 45 ≤ AVDT < 60

E 60 ≤ AVDT < 80

F 80 ≤ AVDT

This experiment selects one of the most congested intersections in Taipei. The time ranges are
from 8:00 to 9:00 and 17:00 to 18:00 at rush hours. Figure 4 shows the traffic flow and steering rate
on the Huanhe N. Rd. and Minsheng W. Rd. when people go to work. The east-west bound road is
Huanhe N. Rd., and the north-south bound road is Minsheng W. Rd. The total leaving traffic flow of
road D is 1995 vehicles, including 1936 vehicles with a straight traffic flow (97.04%), 59 vehicles with a
right-turn traffic flow (2.96%) and zero vehicles with a left-turn traffic flow (0%). The total coming
traffic flow of road D is 3172 vehicles, including 3126 vehicles with a straight traffic flow from road B,
and 46 vehicles with a right-turn traffic flow from road A. In order to prevent traffic congestion caused
by a left turn, road D and road B are forbidden to turn left, so the left turn traffic flow is zero. The total
leaving traffic flow of road A is 780 vehicles, including 251 vehicles with a straight traffic flow (32.18%),
46 vehicles with a right-turn traffic flow (5.90%) and 483 vehicles with a left-turn traffic flow (61.92%).
Similarly, the traffic flows of roads B and C are shown in Figure 4. Because road C is a one-way street,
there is no traffic flowing from road C into roads A, B or D. The traffic flow of the Huanhe N. Rd is
much larger than that of the Minsheng W. Rd. Therefore, the traffic light cycle configuration must be
different from the general time period.
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Figure 5 below shows the traffic flow and steering rate on Huanhe N. Rd. and Minsheng W. Rd.
when people get off work. The total leaving traffic flow of road D is 1645 vehicles, including 1556
vehicles with a straight traffic flow (94.59%), 89 vehicles with a right-turn traffic flow (5.41%) and zero
vehicles with a left-turn traffic flow (0%). The total coming traffic flow of road D is 2554 vehicles,
including 2502 vehicles with a straight traffic flow from road B, and 52 vehicles with a right-turn traffic
flow from road A. Similarly, Huanhe N. Rd. is not allowed to turn left because Road C is a one-way
street. It is necessary to note that the traffic flow between going to work and getting off work at rush
hours is different, and therefore the traffic light cycle configuration must also be different.
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Figure 6 on the next page shows the intersection traffic data of Huanhe N. Rd and Nanjing W. Rd.
As shown in Figure 6, From Road B to road D is a one-way street, so traffic flows can only flow to road
D and road A. Road A’s traffic can only flow to road D. It can be seen from Figure 6 that the traffic
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volume of road B is much higher than that of the remaining intersections. This special intersection
requires more cycle time for road B and road D.
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Figures 7 and 8 show the intersection traffic data of the Yanping N. Rd. and Minsheng W. Rd.
when people go to work and get off work, respectively. Road B and road D are forbidden to turn left.
Road C and road D have more traffic than the other two roads. If too much cycle time is given to road
C and road D, they are able to handle more traffic. However, this will cause a significant idle state for
both road A and road B. The key is to find a balanced traffic cycle configuration with our proposed
mechanism adaptively.
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3.2. Exhaustive Search Method

The Exhaustive search method, also known as brute-force search, is a general algorithm to solve
problems. The Exhaustive search method enumerates all possible outcomes through the system, and then
finds solutions to satisfy the conditions of the problem. Although the Exhaustive search method is
easy to implement and to find the best solution, its computational cost is proportional to the number
of solutions. As the complexity of the problem increases, the computational cost tends to grow very
rapidly, and consequently a combinatorial explosion [35] occurs. According to the Taiwan Highway
Capacity Manual [33], the traffic light cycle can be set from 30 s to 120 s, and each configuration cycle can
be increased or decreased by 5 s. The exhaustive search method used in this experiment is to calculate all
of the possible traffic light cycles in the interval, and find the best configuration cycle.

3.3. Q-Learning

Q-Learning [36] is a model free off policy reinforcement learning algorithm. The working principle
is to update the expected value of the action in each state, and get a value for each possible state.
Q-learning converges through repeated actions to achieve maximum expected return. This is indicated
by updating the Q-value as below.

Q(St, At) = Q(St, At) + α[Rt+1 + γmaxaQ(St+1, a) − Q(St, At)] (8)

where Q is the expected value of the action At in the state St, St is the state of the vector t, At is the
action of the vector t, R is the reward, α is the learning rate or step size and γ is the discount factor.
Q-learning is able to learn the value of the action of all states. The cost of this algorithm is high, but it
does get a good answer. The algorithm of the Q-learning approach is described in Algorithm 1.

Algorithm 1. Q-learning.

Algorithm parameters: Step size α ∈ (0, 1], small ε > 0
Initialize Q(s, a), for all s ∈ S+, a ∈ A(s), arbitrarily except that (terminal, ·) = 0
Loop for each episode:

Initialize S
Loop for each step of episode:

Choose A from A using policy derived from Q (e.g., ε-greedy)
Take action A, observe R, S′

Q(S, A)← Q(S, A) + α[R + γmaxaQ(S′, a) – Q(S, A)]

S← S′

until S is terminal
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The ε-greedy algorithm [37] is one of the Multi-armed Bandit Algorithms. It can be divided into
two parts: These are “explore” and “exploit.” “Explore” refers to the use of a random strategy to
select the action to be performed. “Exploit” means using the original policy to select the action to be
performed. In reinforcement learning, “explore” is often applied in the early stages of model training
to help update more Q-values. “Exploit” is often used in the later stages of model training, where the
information learned is enough, so you can follow the past experience. The ε-greedy action A that is
used in Q-Learning is as follows.

ε− greedy action A =

{
arg maxAQ(S, A), with Probability 1− ε

Randomly choose Q(S, A), with Probability ε
(9)

3.4. Modified Q-Learning

The proposed modified Q-learning mechanism improves traditional Q-learning, and uses the
Q-table to record the results of each learning. The total number of states is 19 × 19, which refers to
the square of the total number of intervals from 30 s to 120 s with 5 s as one interval. The original
traffic light cycle at the intersection is 60 s. There are four actions (action1, action2, action3 and action4)
defined in this mechanism. Figure 9 shows the state transition diagram with four actions. The action1
is the North-South traffic light cycle plus five seconds, and the East-West traffic light cycle is fixed.
The action2 is the North-South traffic light cycle minus five seconds, and the East-West traffic light
cycle is fixed. The actioin3 is the East-West traffic light cycle plus five seconds, and the North-South
traffic light cycle is fixed. The action4 is the East-West traffic light cycle minus five seconds, and the
North-South traffic light cycle is fixed.

Appl. Sci. 2019, 9, x FOR PEER REVIEW 11 of 20 

Algorithm 1. Q-learning. 
Algorithm parameters: Step size α ∈ (0, 1], small ε > 0 
Initialize ܳ(ݏ, ܽ), for all ݏ ∈  ܵା, ܽ ∈  arbitrarily except that (terminal, ·) = 0 ,(ݏ)ܣ
Loop for each episode: 
    Initialize S 
    Loop for each step of episode: 
        Choose ܣ from ܣ using policy derived from ܳ (e.g., ߝ-greedy) 
        Take action ܣ, observe ܴ, ܵᇱ 
        ܳ(ܵ, (ܣ ← ܳ(ܵ, (ܣ  + + ܴ]ߙ  ,௔ܳ(ܵᇱݔܽ݉ߛ  ܽ) –  ܳ(ܵ,  [(ܣ
        ܵ ← ܵᇱ 
  until ܵ is terminal 

The ε-greedy algorithm [37] is one of the Multi-armed Bandit Algorithms. It can be divided into 
two parts: These are “explore” and “exploit.” “Explore” refers to the use of a random strategy to 
select the action to be performed. “Exploit” means using the original policy to select the action to be 
performed. In reinforcement learning, “explore” is often applied in the early stages of model training 
to help update more Q-values. “Exploit” is often used in the later stages of model training, where the 
information learned is enough, so you can follow the past experience. The ε-greedy action A that is 
used in Q-Learning is as follows. 

ߝ − ܣ ݊݋݅ݐܿܽ ݕ݀݁݁ݎ݃ = ൜
,ܵ)஺ܳݔܽ݉ ݃ݎܽ with Probability 1  ,(ܣ −  ߝ

,ܵ)ܳ ݁ݏ݋݋ℎܿ ݕ݈݉݋ܴ݀݊ܽ  (9) ߝ with Probability  ,(ܣ

3.4. Modified Q-Learning 

The proposed modified Q-learning mechanism improves traditional Q-learning, and uses the Q-
table to record the results of each learning. The total number of states is 19 × 19, which refers to the 
square of the total number of intervals from 30 s to 120 s with 5 s as one interval. The original traffic 
light cycle at the intersection is 60 s. There are four actions (action1, action2, action3 and action4) 
defined in this mechanism. Figure 9 shows the state transition diagram with four actions. The action1 
is the North-South traffic light cycle plus five seconds, and the East-West traffic light cycle is fixed. 
The action2 is the North-South traffic light cycle minus five seconds, and the East-West traffic light 
cycle is fixed. The actioin3 is the East-West traffic light cycle plus five seconds, and the North-South 
traffic light cycle is fixed. The action4 is the East-West traffic light cycle minus five seconds, and the 
North-South traffic light cycle is fixed. 

 

Figure 9. State transition diagram with four actions. 

 

Figure 9. State transition diagram with four actions.

The processing steps of the proposed modified Q-Learning mechanism are as follows:

1 Initialize Q-table, new average vehicle delay time (New-AVDT) and best average vehicle delay
time (Best-AVDT).

2 While (Best-AVDT > New-AVDT):

2.1 Starting the search from the current best state and randomly select the action of the
maximum reward.

2.2 Determining whether the selected action value is zero.

2.2.1 If the action value is zero, then calculate whether New-AVDT is better than
Best-AVDT before.
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2.2.2 If the New-AVDT is better than the Best-AVDT, update the best state and jump
back to step (2); otherwise give a negative reward.

2.2.3 If the action value is not zero, the agent randomly selects the new state and jumps
to step (2.1).

2.3 If the agent continues to find no better average vehicle delay time, the output is the
best state.

3 Agent recommends the best state cycle configuration.

The purpose of this experiment is to quickly find the minimum average vehicle delay time, so the
selection action only looks at the current best state. If the action is not better than the previous average
vehicle delay time (AVDT), it will give a negative reward (i.e., increase the AVDT), otherwise it will give
a positive reward (i.e., decrease the AVDT). The reward function is listed in Equation (10). By using
the Q-table to record the poor cycle configuration mode, the agent will not go to the poor state before
the previous attempt, and then proceed to the better direction. However, such a method is prone to a
local optimum. In order to solve this problem, this study adds a random state selection mechanism
that effectively prevents the model from falling into a local optimum. The algorithm of the modified
Q-learning approach is described in Algorithm 2, where Qbest represents the current small average
delay time, and Sbest is the state of the current minimum average delay time.

Reward Function = −AVDT (10)

Algorithm 2. Modified Q-learning.

Algorithm parameters: Step size α ∈ (0, 1], small ε > 0
let Sbest be the traffic light cycle time of the previous time period
let Qbest be the negative average delay time of the original traffic light cycle
Loop for each episode:

Initialize Q(s, a), for all s ∈ S+, a ∈ A(s), arbitrarily, except that (terminal, ·) = 0
S ← Sbest
Loop for each step of episode:

Choose A from A using policy derived from Q (e.g., ε-greedy)
Take action A, observe R, S′

Q(S, A)← (1− α)Q(S, A) + α[R + γmaxaQ(S′, a) − Q(S, A)]

S← S′

If Q(S, A) > Qbest(Sbest, A) then
Sbest ← S′

until S is terminal

In Algorithm 2, the optimal Q value cannot be known before training, so the Qbest value must be
updated by each training. Since the conventional Q-learning is a random initialization state, the Q
value that causes the optimal state has a chance to be successively selected in the initial stage. Therefore,
the Q value that causes the optimal state becomes too small, so the optimal state cannot be selected
afterwards. In order to solve this problem, we modify the initial state by continuously updating Sbest,
which ensures that the current state finds a better state in a shortest time. In this experiment, α is
setting to 1, and γ is setting to 0; that is, only the current reward is considered. Because the purpose of
this experiment is to quickly find the minimum average delay time, it is done by constantly updating
the current rewards.

4. Experimental Result

This experiment collects the traffic flow, steering ratio, number of lanes and road types through a
vehicle detector, and uses the data to find the approximately shortest vehicle delay time using our
proposed mechanism. It is noted that the data set [30] is an open data provided by the Department of
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Transportation, Taipei City Government. The simulation tool is Taiwan Highway Capacity Software [31]
that is developed by Taiwan Institute of Transportation. In order to evaluate the effectiveness of this
mechanism, the exhaustive search method is used to find the configuration setting of the minimum
average vehicle delay time.

Although the exhaustive search method may obtain the best solution, it will come with high
computing costs. It means that the exhaustive search method will try all possible cases and then
select the best solution. According to the Taiwan Highway Capacity Manual [33], the traffic light
cycle can be adjusted from 30 s to 120 s, and each configuration cycle is increased or decreased by
5 s. The exhaustive search method used in this experiment is to calculate all the possible traffic light
cycles in the interval and find the best configuration cycle. Because the experiment is the intersection
of two Phases, the computational cost will increase rapidly as the number of phase increases, and
consequently lead to excessive computing costs. Through the improved method proposed in this
paper, the cycle of the traffic light is set to the state of modified Q-learning. Setting the four actions to
increase or decrease the period for the optimized traffic cycle time, the proposed mechanism can save
the time for the previous optimization and reduce the repeated search.

Figures 10–12 show the results of vehicle delay by using the exhaustive search method for the three
intersections, Huanhe N. Rd. and Minsheng W. Rd., Huanhe N. Rd and Nanjing W. Rd. and Yanping
N. Rd. and Minsheng W. Rd., respectively. The x-axis, y-axis and z-axis represent the North-South
traffic light cycle, East-West traffic light cycle and vehicle delay time, respectively. It is important to
note that the traffic light cycle means the time of the green light. Figure 10 shows that the vehicle delay
time distribution will vary greatly from time to time at the same intersection. The traffic flows in the
morning and afternoon are different because the number of South-North (East-West) vehicles in the
afternoon is much less (more) than the number of South-North vehicles in the morning (see Figures 4
and 5). Figure 11 shows the distribution of vehicle delay time on the intersection of Huanhe N. Rd.
and Nanjing W. Rd. The morning and afternoon delay times and traffic flows are similar because the
South-North vehicle traffic rates are 75.14% and 81.37%, respectively (See Figure 6), and the number of
the East-West vehicles is far less than the number of the South-North. Due to the high North-South
vehicle traffic rate, the vehicle delay time increases and becomes significant when the traffic light (green
light) time in the North-South intersection becomes smaller. Figure 12 shows the distribution of vehicle
delay time on the intersection of Yanping N. Rd. and Minsheng W. Rd. The East-West traffic flow in
the morning and afternoon is in the opposite direction (See Figures 7 and 8). The vehicle delay time
increases as the time of East-West (North-South) traffic light increases in the morning (in the afternoon).Appl. Sci. 2019, 9, x FOR PEER REVIEW 14 of 20 
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Figures 13–15 show the results of vehicle delay by using our proposed modified Q-learning
mechanism for the three intersections: Huanhe N. Rd. and Minsheng W. Rd., Huanhe N. Rd and
Nanjing W. Rd. and Yanping N. Rd. and Minsheng W. Rd., respectively. We actually conducted the
experiments 30 times for our proposed modified Q-learning mechanism and averaged the results
shown in Table 2, which will be discussed shortly. The contours shown in Figures 13–15 just illustrate
one experimental example for each case. Again, the x-axis, y-axis and z-axis represent the North-South
traffic light cycle, East-West traffic light cycle and vehicle delay time (VDT), respectively. The start
point is the initial state with x equal to 60 s and y equal to 60 s. The end point is the termination
of the modified Q-learning. From the experimental results shown in Figure 13, the total number of
steps for the modified Q-learning on Huanhe N. Rd and Nanjing W. Rd. from 8:00 a.m. to 9:00 a.m.
is 24 steps with x, y and VDT equal to 35, 80 and 27, respectively. In addition, the total number of
steps for the modified Q-learning on Huanhe N. Rd and Nanjing W. Rd. from 5:00 p.m. to 6:00 p.m.
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is 24 steps with x, y and VDT equal to 100, 70 and 68, respectively. Similarly, Figure 14 shows the
experimental contours of the modified Q-learning vehicle delay on Huanhe N. Rd and Nanjing W. Rd.
The corresponding total number of steps from 8:00 a.m. to 9:00 a.m. is 34 steps with x, y and VDT
equal to 120, 30 and 31.3, respectively, and the corresponding total number of steps from 5:00 p.m. to
6:00 p.m. is 25 steps with x, y and VDT equal to 45, 30 and 6.9, respectively. Finally, Figure 15 illustrates
the experimental contours of the modified Q-learning vehicle delay on Yanping N. Rd. and Minsheng
W. Rd. The total number of steps from 8:00 a.m. to 9:00 a.m. is 25 steps with x, y and VDT equal to 30,
45 and 9.9, respectively. Along with this, the total number of steps from 5:00 p.m. to 6:00 p.m. is 24
steps with x, y and VDT equal to 30, 35 and 7.7, respectively.Appl. Sci. 2019, 9, x FOR PEER REVIEW 16 of 20 
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Figure 15. The results of vehicle delay by using our proposed modified Q-learning mechanism on
Yanping N. Rd. and Minsheng W. Rd. (a) from 8:00 a.m. to 9:00 a.m. (b) from 5:00 p.m. to 6:00 p.m.

Next, we conducted the experiments 30 times for our proposed modified Q-learning mechanism
and averaged the results. The results of these experiments show that the number of processing steps of
the proposed mechanism is under 34, and the error rate of the average vehicle delay time is within
9%. Table 2 shows a comparison of the results between modified Q-Learning and exhaustive search
mechanisms. The proposed mechanism performs better than the exhaustive search scheme at the
intersection of Yanping N. Rd. and Minsheng W. Rd. from 8:00 a.m. to 9:00 a.m., with a delay time
error of 0% and an optimization rate of 12.67. For the results of the other two intersections, the
average vehicle delay time of the proposed mechanism is still quite close to the exhaustive search
scheme; however, the processing steps of the proposed mechanism were dropped by at least 9.91
times as compared to the exhaustive search scheme. It can be concluded that the proposed modified
Q-learning mechanism can reduce the processing steps significantly, and in the meanwhile deliver a
near-optimal average vehicle delay time. Therefore, the traffic light cycle configuration time of the
proposed mechanism is capable of responding to the fast change of traffic peak time periods at the
studied intersections.

Table 2. The delay and processing steps for exhaustive search and modified Q-learning schemes.

Method Time Periods
Exhaustive Search Modified Q-Learning Comparison

Delay (S) Steps Avg. Delay (S) Avg. Steps E I

Huanhe N. Rd. &
Minsheng W. Rd.

8:00–9:00 a.m. 27.0

361

29.1 29.1 7.8% 1141%

5:00–6:00 p.m. 68.0 71.1 26.1 4.6% 1283%

Huanhe N. Rd. &
Nanjing W. Rd.

8:00–9:00 a.m. 31.3 34.1 33.1 8.9% 991%

5:00–6:00 p.m. 6.9 7.05 29.6 2.2% 1120%

Yanping N. Rd. &
Minsheng W. Rd.

8:00–9:00 a.m. 9.9 9.90 26.4 0.0% 1267%

5:00–6:00 p.m. 7.7 7.7 25.4 0.0% 1321%

Average 25.13 361 26.49 28.28 5.4% 1176%

The optimal traffic light cycle configuration time for each intersection is defined using the
Exhaustive search scheme as calibration. Table 3 illustrates the error rate of the AVDT, defined in
Equation (6). As can be seen from Table 3, if the difference between East-West and North-South light
cycle times increases, the error rate E also increases. In this case, the proposed mechanism may just
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come out with local optimal results, and this occurrence produces around 8.9% of the error rate as
compared to the optimal solution. On the contrary, if the difference between East-West and North-South
light cycle times is insignificant, the error rate E is also small. In this case, the proposed model can find
global optimal or approximate global optimal results.

Table 3. The optimal cycle configuration time for each intersection.

Time Periods

Cycle Direction
East-West Cycle (S) North-South Cycle (S) E

Huanhe N. Rd. &
Minsheng W. Rd.

8:00–9:00 a.m. 35 80 7.8%

5:00–6:00 p.m. 100 70 4.6%

Huanhe N. Rd. &
Nanjing W. Rd.

8:00–9:00 a.m. 120 30 8.9%

5:00–6:00 p.m. 45 30 2.2%

Yanping N. Rd. &
Minsheng W. Rd.

8:00–9:00 a.m. 30 45 0.0%

5:00–6:00 p.m. 30 35 0.0%

Therefore, the proposed mechanism is capable of achieving good enough results with significantly
fewer computational steps as compared to the Exhaustive search scheme.

5. Conclusions

In this paper, the exhaustive search scheme and the proposed modified Q-learning mechanism
have been presented to find the optimal cycle configuration of traffic lights. The exhaustive search
scheme can find the optimal results, but it must calculate all possible states, resulting in an increase
in overall processing steps. On the contrary, the proposed modified Q-Learning mechanism has
much fewer processing steps than the Exhaustive search scheme, while keeping the AVDT of the
proposed mechanism very close to the results of the exhaustive search scheme. According to the
simulation results, it shows that the proposed method can effectively reduce the AVDT under much
fewer processing steps and can be applied to the needs of real case. It should be noted that the real
traffic congestion will affect multiple intersections. Because of the high processing steps of multiple
intersections, the exhaustive search method is unsuitable to be applied in the real traffic for searching
the optimal solution.

However, in a well-developed city, it is not enough to solve the heavy traffic flow problem by just
considering the traffic flows at a single intersection. This is because the traffic congestion at a single
intersection will influence the traffic conditions of the surrounding intersections. Also the impact of the
traffic congestion may vary with the distance between the congested intersection and the surrounding
intersections. Therefore, in our future work, the traffic of k-nearby intersections will be taken into
account, with different distances between surrounding intersections to reduce the AVDT. The static
and dynamic training models will also be considered to solve the traffic congestion problems in the
real traffic world.
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