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Abstract: Pedestrian attributes (such as gender, age, hairstyle, and clothing) can effectively represent
the appearance of pedestrians. These are high-level semantic features that are robust to illumination,
deformation, etc. Therefore, they can be widely used in person re-identification, video structuring
analysis and other applications. In this paper, a pedestrian attributes recognition method for
surveillance scenarios using a multi-task lightweight convolutional neural network is proposed.
Firstly, the labels of the attributes for each pedestrian image are integrated into a label vector. Then,
a multi-task lightweight Convolutional Neural Network (CNN) is designed, which consists of five
convolutional layers, three pooling layers and two fully connected layers to extract the deep features
of pedestrian images. Considering that the data distribution of the datasets is unbalanced, the loss
function is improved based on the sigmoid cross-entropy, and the scale factor is added to balance the
amount of various attributes data. Through training the network, the mapping relationship model
between the deep features of pedestrian images and the integration label vector of their attributes is
established, which can be used to predict each attribute of the pedestrian. The experiments were
conducted on two public pedestrian attributes datasets in surveillance scenarios, namely PETA and
RAP. The results show that, compared with the state-of-the-art pedestrian attributes recognition
methods, the proposed method can achieve a superior accuracy by 91.88% on PETA and 87.44% on
RAP respectively.

Keywords: pedestrian attributes recognition; lightweight convolutional neural network; multi-task;
surveillance scenarios

1. Introduction

People often identify a person through discrete and precise attributes such as clothing style,
gender, weight, and hairstyle. Attributes are types of high-level semantic features. Compared with
low-level visual features, attributes are complex in terms of extraction and expression. It requires a lot
of cost, labor and time to label the attributes, but they contain more abundant semantic information and
have stronger robustness to illumination and angle changes. Therefore, the attributes can be exploited
to finely characterize the appearance of pedestrians from multiple different aspects. Therefore, they
have important value in the applications of person re-identification, video structuring analysis, etc.
Pedestrian attributes recognition has also gradually become an important research direction in the
field of machine vision.

Due to the uncontrollability of the application scenario, pedestrian attributes recognition faces
many great challenges, including:
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(1) The pedestrian images in the acquisition process are affected by many complex factors, for example,
illumination, low image quality, multi-view, blur, and occlusion, which has a serious impact on
pedestrian attributes recognition.

(2) Pedestrians’ belongings, such as backpacks and luggage, also bring certain difficulties to pedestrian
attributes recognition.

(3) Each pedestrian possesses different attributes, therefore, the data distribution of each attribute in
the datasets is not balanced, such as wearing a hat, black clothing and purple clothing [1].

In essence, pedestrian attributes recognition is a multi-label classification problem, because
pedestrian attributes are related to each other and are not completely exclusive. Many studies have
been carried out on the problem of multi-label recognition of pedestrian attributes. On the whole,
pedestrian attributes recognition generally adopts the framework of “feature extraction + classifier”.
According to the features extracted for attributes recognition, the development of pedestrian attributes
recognition can be divided into two stages:

The first stage: Before 2012, handcrafted features were used to train the classifiers, such as
Support Vector Machine (SVM), to obtain the pedestrian attributes recognition model. The handcrafted
features used included global features and local features. The commonly used global features included
low-level visual features such as color and texture, which are easily affected by some factors such as
scene environment, occlusion, and illumination. The local features focus on the detailed information
of the image and have more advantages in the representation of the pedestrian attributes than the
global features.

Layne et al. [2] labeled 21 kinds of pedestrian attributes, including clothing style, gender, and
hairstyle, and respectively trained the classifier for each attribute. In the training process, pedestrian
images from different angles of the camera were selected to improve the robustness to angle changes.

Zhu et al. [3] established the APiS database and labeled 13 kinds of attributes, mainly for
pedestrian attributes recognition in complex scenes. The AdaBoost classifier and K-NN (Nearest
Neighbors) classifier were respectively adopted to perform the recognition of binary attributes and
multiple attributes.

Schumann et al. [4] constructed a dataset for pedestrian detection, tracking, and re-identification,
and also labeled 14 kinds of pedestrian attributes, including clothing, gender, and height. They then
calculated the reliable recognition score of each attribute for person re-identification.

In conclusion, the pedestrian attributes recognition using handcrafted features has the following
deficiencies:

(1) The handcrafted features are less robust to variations in environment, illumination, camera
angle, etc.

(2) A classifier needs to be designed for the recognition of each attribute, so the complexity of
implementation is very high.

(3) The intrinsic relationship among attributes is often ignored and not fully utilized.

The second stage: After 2012, deep learning has made important breakthroughs in many computer
vision tasks such as target detection and tracking, image segmentation, and image classification.
Convolutional neural networks (CNN) and other deep neural networks have been widely used to
extract the deep features of pedestrians. With the assistance of the powerful and efficient representation
of deep features, the recognition accuracy of pedestrian attributes can be improved significantly.
A review of the deep learning-based approaches shows that not only the has the design of the network
structure been studied, but the problem has also been studied from different aspects. Hence, there are
many different research ideas, including global-based, local parts-based, sequential prediction-based,
visual attention-based, curriculum learning-based, new designed loss function-based, and graphic
model-based ideas. [1]. Below we list a few representative works.
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For global-based methods, ACN [5] adopts a joint training CNN model and proposes multi-branch
classification layers for each attribute. The model uses only the dependencies among the attributes,
but not pedestrian gestures, context, etc.

Part-based methods often jointly utilize local and global information. For example, Wenhua
Fang et al. [6] proposed a multi-task CNN method. First, according to the spatial location and semantic
relationship of the attributes, the attributes are grouped into local and global attributes. Then, the two
groups of attributes are classified using different CNN models in a multi-task manner.

For sequential prediction-based models, Jingya Wang et al. [7] proposed a joint recurrent learning
(JRL) model, mining attribute context information and the relationship among attributes to improve the
recognition accuracy. In this work, a new Recurrent Neural Network (RNN) coding–decoding network
was specifically designed. The context information among pedestrians and the internal attributes of
pedestrians were modeled together to learn an integrated network for pedestrian attributes recognition.

For loss function-based models, WPAL [8] first determines the location of different attributes by
the weakly supervised method, obtains the attribute detection result, and then predicts the attributes
in the detected results.

For curriculum learning-based methods, Sarafianos et al. [9] proposed the idea of combining
the advantages of both multi-task and curriculum learning, introducing curriculum learning into the
person attribute recognition task.

Yutian Lin et al. [10] designed an attribute person recognition (APR) network, which combines
the pedestrian ID with labeled pedestrian attributes information, such as gender, hair, and clothing, to
train the recognition model. Finally, the trained network model can be used to predict both pedestrian
ID information and the pedestrian attributes. This method is also called a join verification network [11],
which can improve the generalization ability of the network by combining ID loss and attribute loss.

In contrast to the previous attention-based methods, Tan et al. [12] incorporated parsing
attention, label attention and spatial attention into a unified network for pedestrian attributes
analysis. This method used different attention mechanisms to extract discriminative features, which
are correlated and complementary, achieving more reliable attribute recognition.

In summary, compared to the methods using handcrafted features, the pedestrian attributes
recognition methods using deep features have the following advantages:

(1) Deep neural networks (DNN) simulate the cognitive mechanism of the brain. Through training,
the features from the lower layer to the upper layer of DNN are automatically extracted step
by step from the big data. Finally, highly efficient deep feature representation can be obtained.
The deep features have strong distinctive capability and are robust to various environmental and
illumination changes.

(2) Using the multi-label learning method, the relationship among various attributes can be explored
deeply, so that a much better recognition performance can be achieved.

In this paper, a pedestrian attributes recognition method is proposed by designing a multi-task
lightweight deep convolutional neural network, which integrates the pedestrian attributes labels
together, to accurately recognize pedestrian attributes in a unified framework. The network is composed
of five convolutional layers, three pooling layers and two fully connected layers. The loss function
is improved based on sigmoid cross-entropy, and the scale factor is added to balance the amount of
various attributes data, thereby improving the recognition accuracy. The recognition accuracy on the
two pedestrian attributes datasets, namely PETA and RAP, achieved 91.88% and 87.44%, respectively.
Compared with the existing pedestrian attributes recognition methods, the proposed one can achieve
state-of-the-art recognition accuracy.

2. The Proposed Pedestrian Attributes Recognition Method

Deep learning can obtain highly efficient feature representation through automatically learning
from massive data. With its powerful feature representation and context information extraction, it has
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achieved far more performance than traditional methods in the fields of image classification, speech
recognition, and natural language processing.

This paper presents a pedestrian attributes recognition method by using a lightweight CNN,
whose framework is shown in Figure 1. The network can be divided into three convolutional blocks,
which are five convolutional layers, three pooling layers, and two fully connected layers. The network
uses 3 × 3 convolution kernels, not only to ensure the receptive field, but also to reduce the number of
parameters in the convolution layer. Batch normalization (BN) and the dropout layer are used several
times in the network to improve the training performance and generalization of the model.
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Figure 1. The framework of lightweight CNN used for pedestrian attributes recognition.

The BN layer can accelerate the training speed at the initial stage, guaranteeing that the training
process can converge quickly, and effectively solves the problem of gradient divergence. Considering
that the total number of images in the existing pedestrian attribute datasets is quite large, but the
sample images of each attribute are not sufficient, a dropout layer is supplemented to the network,
which stops the activation of a neuron with a certain probability during the forward propagation
process. This strategy can enhance the generalization ability of the model and effectively suppress
over-fitting. A BN layer follows each of the three convolutional blocks. The ratios of the three dropout
layers are 25%, 25%, and 25%, respectively, and 50% after the first fully connected layer. The detailed
definitions of the three convolutional blocks and the fully connected layers are shown in Table 1.

Table 1. The parameters of the layers in lightweight CNN.

Layer Type Kernel Size Step Size
Kernels

Number/Dropout
Ratio

Output

Conv1 Convolutional layer 3 × 3 1 32 96 × 96 × 32
Pool1 Max pooling layer 3 × 3 3 - 32 × 32 × 32

Dropout1 Dropout layer - - 0.25 32 × 32 × 32
Conv2 Convolutional layer 3 × 3 1 64 32 × 32 × 64
Conv3 Convolutional layer 3 × 3 1 64 32 × 32 × 64
Pool2 Max pooling layer 2 × 2 2 - 16 × 16 × 64

Dropout2 Dropout layer - - 0.25 16 × 16 × 64
Conv4 Convolutional layer 3 × 3 1 128 16 × 16 × 128
Conv5 Convolutional layer 3 × 3 1 128 16 × 16 × 128
Pool3 Max pooling layer 2 × 2 2 - 8 × 8 × 128

Dropout3 Dropout layer - - 0.25 8 × 8 × 128
Flatten Transition layer - - - 1 × 1 × 8192

Fc1 Fully connected layer 1 × 1 1 1024 1 × 1 × 1024
Dropout4 Dropout layer - - 0.50 1 × 1 × 1024

Fc2 Fully connected layer 1 × 1 1 105 output

In the training phase, the pedestrian images and their corresponding attribute label integration
vector are treated as a pairwise and input to the network. Through training, a mapping relationship
model between the pedestrian image and the label integration vector is established. In the recognition
phase, the input of the model is the pedestrian image, and the output is the label integration vector,
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which respectively corresponds to the recognition result of each attribute of the pedestrian. Next, the
integration manner of the pedestrian attributes labels will be described.

2.1. Integration of Pedestrian Attribute Labels

In this paper, the pedestrian’s original attributes labels are integrated to form a vector. In this way,
multiple attributes labels for each pedestrian image will be replaced by a vector.

Suppose there are N images to be converted, and L attributes corresponding to each image,
including gender, age range, hair length, clothing color, clothing species, and so on.

Each sample is represented b xi, i ∈ [1, 2 · · · , N], and the corresponding attribute vector is yi.
The attribute value corresponding to yi is yi,l, yi,l ∈ [0, 1], l ∈ [1, 2 · · · , L]. According to the original
annotated label, if the pedestrian sample contains this attribute, then yi,l = 1; otherwise yi,l = 0.

In the PETA dataset, there are 61 binary attributes and four multi-class attributes. After combining
the attributes of the pedestrian image, a label vector is generated, in which four multi-class attribute
labels are also labeled in the form of binarization, and each multi-class attribute can be further divided
into 11 binary attributes. Thus, each pedestrian image sample corresponds to a 61 + 11 × 4 = 105
dimensional label vector.

In the RAP dataset, there are 69 binary attributes and three multi-class attributes. The same
processing method is adopted, and each image corresponds to a 92 dimensional label vector. In the
process of integration, the position of each attribute in the label vector is fixed.

An example is shown to introduce how to integrate the attributes labels. A pedestrian sample in
the PETA dataset is shown in Figure 2. The original labels are: upperBodyWhite, lowerBodyBlack,
hairBlack, footwearWhite, lowerBodyCasual, lowerBodyTrousers, personalLess30, personalMale,
upperBodyCasual, upperBodyLongSleeve, hairShort, footwearSneakers, carryingBackpack and
accessoryMuffler. After integration, a 105-dimensional label vector is obtained, which is specifically
shown as:

[0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0].
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2.2. Loss Function Design

In this paper, a sigmoid cross entropy-based loss function is adopted in the proposed model.
Sigmoid is a kind of S-type function [13,14], and can represent the classification results in the form of
output probability. Therefore, it can handle the multi-classification problem at the output of the neural
network, and meet the requirements of pedestrian attributes recognition. As shown in Equation (1),
where pn,l is the output probability of the lth attribute of the nth sample.

pn,l = 1/(1 + exp(−xn,l)) (1)
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Because the proposed model recognizes multiple attributes of the pedestrian sample
simultaneously, it is essentially a multi-label recognition for pedestrians. Therefore, it is necessary
to determine the relationship among attributes and consider the loss comprehensively. The overall
sigmoid cross-entropy loss function is adopted in this paper, as shown in Equation (2).

Losssigmoid = −
1
N

N∑
n=1

L∑
l=1

(yn,l ln(pn,l) + (1− yn,l) ln(1− pn,l)) (2)

The distribution of the samples is not balanced in the pedestrian datasets. In order to solve this
problem, a positive sample scale index factor is introduced to the loss function to comprehensively
determine the loss value of each attribute, and deal with the severe imbalance distribution of attributes.
wl represents the weight of the loss of the lth attribute, and the loss function with the positive sample
scale factor added can be expressed by Equation (3).

Lossour = −
1
N

N∑
n=1

L∑
l=1

wl(yn,l ln(pn,l) + (1− yn,l) ln(1− pn,l)) (3)

where pl is the proportion of the positive sample of the lth attribute in the training set, and wl can be
calculated using the following equation:

wl = exp(−pl/σ
2) (4)

In this paper, the value of σ in Equation (4) is set to 1.

3. Experimental Results and Analysis

3.1. Datasets

At present, there are two commonly used pedestrian attributes datasets in surveillance scenarios,
namely PETA [15] and RAP [16]. The pedestrian sample images in PETA are obtained by labeling
several commonly used datasets. It contains 19,000 images of 8705 pedestrians. The resolution range
is very large, from 17 × 39 to 169 × 365. The pedestrian attributes labels are given in a fixed form,
containing 61 binary attributes and four multi-class attributes. There are 11 different color attributes in
the multi-class, and some sample images of the PETA dataset are shown in Figure 3a.

The RAP dataset is currently the largest pedestrian attributes dataset, containing 41,585 images,
all of which are taken indoors, with resolutions ranging from 36 × 92 to 344 × 554. In contrast to the
PETA dataset, the pedestrian attributes labels in RAP contain 69 binary attributes and three multi-class
attributes. In the multi-class labels, there are different numbers of color attributes. The dataset contains
pedestrian images with different periods, different seasons and different perspectives and orientations.
Some sample images of RAP are shown in Figure 3b.

While training the CNN model, the input image size is normalized to 96 × 96. The dataset is
expanded by means of translation, folding, scaling, and random rotation of a certain angle to increase
the number of samples of various attributes, and thus, to improve the recognition performance.
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3.2. CNN Parameter Settings

The CNN network is trained by using the random gradient descent method. The initial learning
rate is 0.0001, the weight decay is set to 0.005, the batch size is 64, and 75 epochs are trained. The dataset
is divided into a training set and test set according to a proportion of 80% and 20%, respectively.
Through experiments, we found that the initial learning rate has a significant impact on the training
process of the proposed model, which is manifested as the “gradient jitter”, as shown in Figure 4a,b.
It can be seen that when the initial learning rate is 0.001 in Figure 4a and 0.0001 in Figure 4b, there is a
significant jitter.
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At present, most of the literature adopts mean Accuracy (mA) as the evaluation metric of attributes
recognition algorithms [1,5,6]. Therefore, we also adopted mA as the metric to measure the recognition
performance in this paper. The calculation process of mA is as follows.
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For each pedestrian attribute, the recognition accuracy of positive and negative samples is
calculated separately, and then the average value is taken as the final recognition accuracy of the
attributes. After that, the average value of the total pedestrian attributes recognition accuracy will be
used as the final recognition rate, that is, mA is calculated as follows:

mA =
1

2L

∑L

i=1
(

TPi
Pi

+
TNi
Ni

) (5)

where L represents the number of attributes, Pi represents the number of positive samples of the ith
attribute in test samples, TPi represents the number of correctly predicted positive labels of the ith
attribute in test samples, Ni represents the number of negative samples of the ith attribute in test
samples, and TNi represents the number of correctly predicted negative labels of the ith attribute in
test samples.

3.3. Impact of Data Enhancement on Recognition Accuracy

Although PETA is currently a large pedestrian attributes dataset containing 19,000 images, the
sample data scale is not large enough for each attribute. Therefore, the dataset is expanded to
190,000 images by means of horizontal translation, vertical translation, horizontal folding, scaling
transformation, and random rotation of a certain angle. Table 2 shows the effect of data enhancement
on recognition accuracy.

Table 2. The impact of data enhancement on recognition accuracy.

Data Enhancement or Not Loss mA

no 0.2181 91.52%
yes 0.2167 91.88%

The experimental results show that mA can be improved by 0.36% through data enhancement.
The results of the loss and accuracy in the training process are shown in Figure 5, where Figure 5a is
without data enhancement, and Figure 5b with data enhancement, respectively. It can be seen that
after the data enhancement, the jitter of the loss reduction in the whole training process becomes
smaller and also tends to be earlier, and the accuracy of the training set or test set is relatively high.
Therefore, it can be concluded that data enhancement has a good impact on recognition accuracy and
training convergence.
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3.4. Comparisons with State-of-the-Art Methods

In order to verify the performance of the proposed method on the PETA and RAP datasets,
we compared it with the two traditional pedestrian attribute recognition representative methods;
ikSVM [2,17] and ELF [18], and another four deep learning-based methods, including ACN [5],
DeepMAR [19], WPAL [8] and multi-task CNN [6].

The traditional ikSVM method uses the handcrafted features and the SVM classifier framework
to recognize the attributes, and a classifier is trained for each attribute. In order to achieve a better
recognition performance, the number of positive samples or negative samples is intentionally balanced
in an artificial manner.

ELF [18] (ensemble of localized features), a method of using local features, combines the features
of eight color channels and luma channels to obtain feature representations and then uses AdaBoost as
the classifier.

In deep learning-based methods, ACN [5] adopts a joint training CNN model that uses only the
dependencies among attributes, but not pedestrian gestures, context, etc. Furthermore, a N/A label is
added, for the first time in the labeling process, which denotes the uncertainty of certain attributes.

The DeepMAR [19] method has often been used as the benchmark. This paper proposes two
models. One is for the recognition of a single attribute and the other for multiple attributes. A simple
CNN model is proposed for feature extraction and joint training of multiple attributes. The recognition
accuracy has been improved by using the correlation of attributes.

In contrast to previous methods of attributes recognition using the whole pedestrian image,
WPAL [8] first determines the location of different attributes by the weakly supervised method,
obtaining the attribute detection result, and then predicts the attributes in the detected results.

Among the existing deep learning-based pedestrian attributes recognition methods, the multi-task
CNN [6] method can achieve state-of-the-art recognition performance. The basic idea is to classify
pedestrian attributes in a multi-task manner.

Table 3 shows a comparison of the recognition accuracy of the proposed method and the other
five methods on the PETA dataset.

Table 3. Comparison results using different methods on the PETA dataset.

Methods mA

ikSVM 82.75%
ELF 75.21%

ACN 81.15%
DeepMAR 82.89%

WPAL 85.50%
multi-task CNN 88.20%

Ours 91.88%

As shown in Table 3, compared with the current deep learning-based pedestrian attributes
recognition methods, the proposed method can obtain the highest recognition accuracy of 91.88%,
which is 3.68% higher than that of multi-task CNN.

We also conducted experiments on the RAP dataset. The attribute labels were divided into two
groups according to the behavior attribute and the item attribute, and a 92-dimensional label vector
was generated. The comparison results of the recognition accuracy on the RAP dataset are shown in
Table 4.
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Table 4. Comparison results of different methods on the RAP dataset.

Methods mA

ELF 69.94%
ACN 69.66%

DeepMAR 73.79%
WPAL 81.25%

multi-task CNN 83.25%
Ours 87.44%

As shown in Table 4, compared with the current deep learning-based pedestrian attributes
recognition methods, the proposed method can also obtain the highest recognition accuracy of 87.44%
on the RAP dataset, which is 4.21% higher than that of multi-task CNN.

The main reasons why the proposed method can achieve superior recognition accuracy are:

(1) The unique design of the BN layer and the dropout layer are adopted, which results in the
improvement of recognition accuracy of the attributes.

(2) The integration of the attributes labels to form a label vector is equivalent to re-assigning a new
label to each pedestrian image. By using CNN, the mapping relationship between the pedestrian
image and the label vector can be established with high efficiency. The label vector combines all
the attributes together, and thus, can fully exploit the intrinsic correlation among the attributes,
improving the recognition accuracy.

(3) The imbalance problem of the attribute samples is solved by using the improved loss function.

3.5. Attributes Recognition Result

Using the proposed model, the pedestrian attributes can be recognized. The results are shown in
Figure 6, where the prediction confidence of 10 attributes is the output. It can be seen that the accurate
attribute recognition can be obtained on the pedestrian sample.
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4. Conclusions

In this paper, a pedestrian attributes recognition method is proposed using a lightweight CNN.
Considering the intrinsic relationship among the pedestrian attributes, the recognition task of pedestrian
attributes can be completed in a unified framework. On the public pedestrian attribute dataset PETA,
the mean recognition accuracy of the proposed method is as high as 91.88%, and is 87.44% on the RAP
dataset. Compared with the existing deep learning-based pedestrian attributes recognition methods,
the proposed method obtains a superior performance. In future work, we will also improve the
recognition accuracy of pedestrian attributes by adjusting the hyper parameters and grouping the
attributes, and we will further apply the pedestrian attributes to person re-identification.
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