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Featured Application: The proposed fronthaul architecture may be a promising solution for the
future Fifth Generation (5G) Fiber-Wireless (FiWi) networks to provide broadband access services
to overcrowded small-scale hotspots.

Abstract: Analog fronthauling is currently promoted as a bandwidth and energy-efficient solution
that can meet the requirements of the Fifth Generation (5G) vision for low latency, high data
rates and energy efficiency. In this paper, we propose an analog optical fronthaul 5G architecture,
fully aligned with the emerging Centralized-Radio Access Network (C-RAN) concept. The proposed
architecture exploits the wavelength division multiplexing (WDM) technique and multicarrier
intermediate-frequency-over-fiber (IFoF) signal generation per wavelength in order to satisfy the
demanding needs of hotspot areas. Particularly, the fronthaul link employs photonic integrated circuit
(PIC)-based WDM optical transmitters (Txs) at the baseband unit (BBU), while novel reconfigurable
optical add-drop multiplexers (ROADMs) cascaded in an optical bus are used at the remote radio
head (RRH) site, to facilitate reconfigurable wavelength switching functionalities up to 4 wavelengths.
An aggregate capacity of 96 Gb/s has been reported by exploiting two WDM links carrying multi-IF
band orthogonal frequency division multiplexing (OFDM) signals at a baud rate of 0.5 Gbd with
sub-carrier (SC) modulation of 64-QAM. All signals exhibited error vector magnitude (EVM) values
within the acceptable 3rd Generation Partnership Project (3GPP) limits of 8%. The longest reach to
place the BBU away from the hotspot was also investigated, revealing acceptable EVM performance
for fiber lengths up to 4.8 km.

Keywords: 5G networks; analog intermediate-frequency-over-fiber; optical fronthaul; multicarrier
communication; OFDM; PIC-based transmitter; ROADM

1. Introduction

Broadband mobile connectivity is rapidly evolving towards the fifth generation (5G) era, defining
a new set of requirements beyond the capabilities of the legacy long-term evolution (LTE) based
fourth generation (4G) networks [1]. The widespread use of emerging applications, such as 4K high
definition streaming, augmented/virtual reality applications (AR/VR), immersive video conference,
etc., has created the need for ubiquitous high bandwidth connectivity and enhanced mobile broadband
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(eMBB) services [2,3]. Stimulated by this completely new landscape, expert alliances, such as the
International Telecommunication Union (ITU) [4] and Next Generation Mobile Networks (NGMN) [5],
have defined certain key performance indicators (KPIs) for 5G broadband access networks. According
to these indicators, user data rates of 1 Gb/s and peak rates of 20 Gb/s with latency less than 10 ms are
targeted, resulting in high area connection densities up to 106 devices per km2 and capacities up to
10 Mb/s/m2 [4,5].

Towards satisfying these ambitious set of requirements, 5G technology focuses on the deployment
of New Radio (NR) systems and exploitation of millimeter-wave (mm-wave) radio in the access
networks [6] through Multiple-Input Multiple-Output (MIMO) systems [7], targeting to migrate from
the congested 6 GHz radio to larger contiguous spectral bands. The above came into realization also
with 3GPP Release 15 for 5G NR that specifies frequencies up to 52.6 GHz and channel bandwidths up
to 400 MHz [8], while the future 3rd Generation Partnership Project (3GPP) Release 16 will include
higher spectrum at the 57 GHz–71 GHz band. Within this framework, the first 5G trials and deployment
roadmaps are expected to be installed initially on overcrowded privately-owned and small geographical
scale hotspot areas [9,10], e.g., sport stadiums, airports, etc., where the presence of many users can lead
to economically viable network installations at reduced costs [11].

The employment of higher spectral bands necessitates the densification of the access points (APs),
due to their inherently high propagation and attenuation losses [12]. However, when applying the
traditional macro-cell distributed radio access network (RAN) architectures at ultra-dense mm-wave
environments, it comes at the expense of increased acquisition, deployment and operational costs,
which in itself is detrimental to the mobile network operators’ (MNOs) business model [13]. Moreover,
when using backhauling in ultra-dense mm-wave networks, a tremendous burden is placed to the
management layer that must now coordinate and cancel interference from an order of magnitude
more sources that are densely placed in the complex and ever-changing mm-wave environment [14].
For these reasons, operators are currently shifting to centralized solutions, such as the centralized-RAN
(C-RAN) [15,16], where all demanding processing operations that were part of the Base Station
(BS), are now moved into the baseband unit (BBU), placed in a centralized location. In parallel, the
operationally simple remote radio heads (RRHs) are dispersed across the APs and connected to the
BBU through what is termed as fronthaul. Thus, it becomes apparent that centralization reduces greatly
the capital and operational expenditures of deploying dense networks [17], while at the same time the
formation of the single-point origin of the downlink signals enables improved radio coordination and
increased energy efficiency through optimized capacity sharing and statistical multiplexing.

Despite the cost-reduction and energy efficiency improvement, centralization results in a
tremendous increment in time-sensitive traffic in the fronthaul part of the network [18,19], which,
in the dense mm-wave AP era will be required to include the transportation of several ultra-broadband
>400 MHz NR mm-wave channels at a small latency and energy envelope. Currently, the centralized
BBU is connected with the RRHs via digital radio-over-fiber (D-RoF) links using standardized protocols
such as the Common Public Radio Interface (CPRI) [20], which may not be capable of covering the
traffic demands of the next-generation mobile networks [14]. This is because CPRI imposes a very high
penalty in terms of bandwidth overhead since it requires a high number of samples in order to digitally
transport and reconstruct the wireless signal at the edges of the fronthaul. To overcome these issues,
enhanced CPRI (eCPRI) has been proposed as the next generation interface for D-RoF fronhauling [21],
providing flexibility in the splitting of the functions performed in the BBU and RRH. However, the
different levels of functional split introduce a trade-off between the bit rate and centralization of the RAN.
While D-RoF technology tries to overcome the bandwidth explosion with a network layer approach,
analog-radio-over-fiber (A-RoF) fronthaul solutions focusing on the physical-layer have been recently
proposed in order to further improve the optical spectrum efficiency by the transmission of native
analog waveforms over the fiber [22,23]. Towards bringing A-RoF fronthaul networks into realization,
research efforts have been currently directed in the development of some key-enabling technologies
comprising the use of: intermediate frequency (IF) channel aggregation [24,25], orthogonal frequency
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division multiplexing (OFDM) waveforms [26], wavelength division multiplexing (WDM) [27] and
photonic integrated circuits (PICs) [28].

Drawing from these latest achievements, we recently proposed an analog optical fronthaul
5G architecture that relies on PIC-based transceivers (TxRxs) and reconfigurable add/drop optical
multiplexers (ROADMs) to synthesize a privately owned hotspot fiber–wireless (FiWi) network for
stadiums [29], evaluated in terms of network throughput and latency [30]. Preliminary physical-layer
simulation results of only the downlink fronthaul link have been also reported in [31].

In this paper, we extend our previous work [31] by providing for the first time the complete
physical-layer evaluation analysis of the proposed 5G fronthaul architecture for both downlink
and uplink OFDM-based analog IF-over-fiber (A-IFoF) links. The proposed links employ photonic
indium phosphide (InP) externally modulated lasers (EMLs) at the transmitter (Tx) site and optical
Mach-Zehnder Interferometer (MZI)-based ROADMs at the hotspot area. Our analysis relies on an
experimentally-verified simulation models of the optical TxRxs as well as the signal degradation
induced by the fiber. The WDM functionalities are leveraged by a novel design of a ROADM
configuration supporting up to four WDM channels with 100 GHz channel spacing. The proposed
ROADM device is integrated on the ultra-low loss Si3N4/SiO2 TriPleX platform, with propagation loss
of 0.1 dB/cm [32]. The successful transmission of 4-IF band OFDM 64-QAM signals with bit rates up to
12 Gb/s per wavelength was confirmed by carrying out error vector magnitude (EVM) measurements.
The successful operation revealed that the proposed architecture can be a cost-effective, energy-efficient
and low-latency 5G candidate network solution for high-density hotspots.

The paper is organized as follows: Section 2 presents the key technologies of the A-RoF fronthaul links.
Section 3 describes the concept of the proposed fronthaul. Section 4 presents the experimentally-matched
simulation models, while Section 5 presents the PHY-layer setup and results. Conclusions are addressed
in Section 6.

2. Key Technologies for Analog-Radio-over-Fiber (A-RoF) Fronthaul Links

In order to prepare mobile fronthaul networks for the emerging 5G era, worldwide research efforts
have been directed towards upgrading the underlying key technologies, which currently appear to
follow some widely adopted deployment directions:

(1) High capacity optical links between the BBU and the RRH for efficient mobile fronthauling.
Current CPRI-based D-RoF links may not meet the high bandwidth and low cost requirements that
will be imposed by 5G mobile traffic, due to the digitization of samples from the radio domain [20].
For instance, for a potential 5G implementation with carrier aggregated 200 MHz signals, 64× 64 MIMO
and three sector antennas, a fronthaul link of 2.4 Tb/s would be required by using CPRI [33], necessitating
the prohibiting number of 100 × 24 Gb/s optical TxRxs. Moreover, digital interfaces of CPRI introduce
excess delay and jitter, rendering them incompatible with the high speed services that require strict
synchronization. To solve these issues, A-RoF technique has been proposed as a promising candidate for
the realization of a bandwidth- and cost-efficient fronthaul links [22]. A-RoF allows the transportation
of native radio waveforms over the fiber via analog optics, enabling a remarkable reduction of the
required bandwidth [22,23]. The most common A-RoF transport methods are considered to be the
Radio Frequency-over-Fiber (RFoF) and the IFoF techniques [34]. In RFoF, the BBU directly transmits
the mm-wave signal via the fiber to the RRH, without the need for frequency up-conversion at the
RRH side. Although this technique allows for simple RRH designs, it is not preferred for the transport
of mm-wave signals over fiber, since it requires the equipment of the RRH with expensive high-speed
TxRxs and at the same time the mm-wave signals are significantly affected by the fiber chromatic
dispersion [35].

In this context, IFoF has emerged as a more appealing A-RoF technique that allows transportation
of multiple aggregated IF bands, modulated by cost-effective, low-bandwidth linear EMLs [24]. In IFoF,
the signals are transmitted via a fiber in different IFs and the up-conversion at the mm-wave band
takes place just before the wireless transmission. In this way the effect of the fiber chromatic dispersion
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is significantly reduced and the use of cost effective low-speed optical TxRxs is enabled. So far,
the IFoF-based fronthaul architectures supporting multiple frequency bands, evaluated only for the
fiber part of the network have achieved CPRI equivalent rates up to 1 Tb/s per wavelength [25,36,37].
Moreover, converged FiWi IFoF demonstrations have been shown to reach capacities up to 45 Gb/s per
wavelength when using simple quadrature amplitude modulation (QAM) formats and sub-carrier (SC)
multiplexing of multiple IF bands [38–41]. Considering FiWi links using OFDM formats, the maximum
capacity has been reported to be equal to 24.08 Gb/s, using a single RF band with a bandwidth of
6.02 GHz [42]. On the other hand, FiWi IFoF links that satisfy at the same time both requirements for
increased number of IF bands and the use of OFDM numerology, have been demonstrated with lower
aggregate bit rates [43,44]. Particularly, the maximum reported capacity for this type of demonstrations
reached up to 4.56 Gb/s using multiple IF bands of 152 MHz bandwidth [43].

(2) OFDM-based waveforms, relying on narrow-band SCs, formed the cornerstone and shaping
technology for the success of 4G LTE networks [45]. The employment of OFDM allows for simple
wireless channel estimation and efficient hardware utilization. Therefore, the OFDM waveform
numerology in both uplink and downlink communication has already been approved by 3GPP as
part of the NR physical layer design [26,46]. This has stimulated also the demonstration of various
OFDM-based 5G optical fronthaul links, with the majority of the high capacity demonstrations based on
costly, bulky Mach Zehnder modulators (MZMs) [42,43,47]. However, recently a few demonstrations
also reported on high bit rates by using more cost effective directly modulated laser (DML)-based
Txs [44].

(3) WDM techniques to extend the capacity of the fronthaul network by the transmission of
multiple wavelength channels over a typical single mode fiber (SMF). The mature WDM technology,
recognized already as a cost-efficient access solution for passive optical networks (PONs) [48,49].
With the same rationale, it can be also exploited in flexible and wavelength-reconfigurable fronthaul
architectures [29] in order to meet the high-capacity 100 Gb/s KPI target for hotspot use cases [5] while
at the same time, allowing for a smooth migration from the multi-SMF space division multiplexing
(SDM) networks to simplified and more cost-effective single-SMF deployments [49]. Similarly, driven
by the recent progress in the development of multi-core fiber (MCF) SDM hardware [50], SDM
fronthaul architectures based on MCF single-fiber deployments have been also proposed as a long term
solution for the hotspot use case [51]. These solutions can provide an additional degree of freedom
in multiplexing, however, several technical and economic aspects should be taken into account for
a viable upgrade of a fronthaul from the mature WDM systems [52] to the possible future hybrid
WDM/SDM solutions [53].

(4) PIC technologies that have been already proven beneficial for optical communication
networks [54], can offer significant energy and cost savings also to the mobile fronthaul architectures.
This can be achieved by employing cost-/energy-efficient and ultra-compact PIC-based optical TxRxs,
to allow large-scale and dense 5G fronthaul topologies [55]. Moreover, PIC technology can provide
a low-loss integrated platform for the ROADMs, allowing wavelength multiplexing and switching
operations at the access networks with fast light-path reconfiguration times and low power consumption.
However, both integrated devices have been yet investigated only for metro-rings and PONs [56].

Towards bringing 5G into realization in the near future, intense research and industrial efforts have
indeed achieved remarkable progress on each of these distinct technologies. However, it still remains
unclear what will be the optimum network platform that will manage to incorporate all innovation
aspects within the pressing timeline of 5G [57,58], while satisfying the ambitious 5G KPI requirements,
for high data rates and low latencies. In this context, we present an analog 5G fronthaul architecture
that manage to incorporate all these key-enabling technologies in order to provide broadband access
services to overcrowded private hotspots.
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3. 5G Fronthaul Architecture for Private Hotspots

Figure 1a shows the conceptual representation of the proposed optical fronthaul architecture of
a sports-stadium. The proposed system consists of a BBU-Box at a centralized location, e.g., at the
backhaul or the metro-ring network of a converged FiWi architecture, being optically interconnected
with multiple RRHs placed around the stadium (hotspot) in a bus topology and equipped with a
ROADM and mm-wave antennas. The traffic exchange between the BBU and the RRHs of an optical
bus relies on dedicated wavelength-specific WDM TxRxs comprising a number of integrated photonic
EMLs and photo-receivers equal to the number of the WDM channels. It should be noted that the
proposed fronthaul architecture supports frequency aggregation per wavelength, allowing in this way
to load several user channels on different IF bands all carried by the same wavelength. Each RRH
employs an integrated photonic ROADM for dropping any of the available WDM channels to the
specific RRH or forwarding it to the next RRH of the bus, achieving in this way allocation of the
available optical downlink capacity to different regions of the stadium. The ROADM is also responsible
for adding any of the available WDM channels to the respective RRH, when uplink traffic is transmitted
from the wireless-users to the BBU. Moreover, each RRH comprises a number of mm-wave antennas,
each of them responsible for the optical-to-electrical (o/e) conversion of a specific WDM channel
dropped by the ROADM and its up-conversion to the mm-wave band for wireless transmission to the
end-users. Similarly, during the uplink traffic, each RRH’s antenna is responsible for the reception,
IF-conversion and electrical-to-optical (e/o) conversion of the mm-wave signal to a wavelength-specific
optical signal.
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Figure 1. (a) Fronthaul architecture for serving a typical stadium area, where a number of buses is
deployed. Each bus consists of a number of remote radio heads (RRHs), each one interconnected with
a reconfigurable optical add-drop multiplexer (ROADM) through single mode fiber (SMF) wavelength
division multiplexing (WDM) is also exploited. (b) Configuration of the baseband unit’s (BBU’s) and
the RRHs’ WDM wavelength-specific TxRxs employed for the downlink communication between the
BBU and the RRHs, and the uplink communication of the RRHs with the BBU.
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Figure 1b depicts the configuration of the BBU’s and RRHs’ WDM TxRxs enabling the simultaneous
transmission of the n downlink and n uplink signals through two independent and different
direction SMF links. Considering that this fronthaul architecture targets small-scale private networks,
wavelength-specific WDM TxRxs are preferred to be employed over wavelength-tunable solutions,
since for this scale, they allow for simpler and more cost efficient implementations. The same WDM
channel grid can be used for both uplink and downlink traffic, since the uplink and the downlink are
independent WDM links.

Focusing on the downlink connection, the BBU’s Tx contains an array of n wavelength-specific
EMLs, each one modulating an individual multi-IF signal on a different WDM wavelength and an n:1
multiplexer (MUX) that multiplexes the n WDM channels and provides the single optical interface to
the downlink SMF. At the hotspot site, n RRHs are employed, where the receiver (Rx) of each RRH
comprises the drop part of the ROADM that is capable to either drop any of the available n WDM
channels at one of its n output drop ports (if the data are intended for the specific RRH) or to forward it
into the bus of the other RRHs (if the data are intended for another RRH). The RRH’s WDM Rx is also
equipped by an array of n photodiodes (PDs) and transimpedance amplifiers (TIAs) that are connected
with the n drop ports of the ROADMs in order to perform the o/e conversion and the amplification of
any of the n WDM channels. It should be noted that the BBU’s Tx can employ any of the available n
WDM wavelengths to communicate with the any of the RRHs, however, the same wavelength cannot
be used simultaneously for the communication of the BBU with ≥ 2 RRHs. During a low traffic period,
that one or more downlink WDM channels may not be used by the BBU, the respective dedicated
EMLs are switched off.

The uplink communication is based on an identical and independent link that connects the
RRHs’ bus with the BBU. Particularly, the Tx from each of the n RRHs comprises an array of n
wavelength-specific EMLs, each of them capable to modulate a different WDM wavelength with an
individual multi-IF converted signal carrying the data of the wireless end-users. Each RRH can employ
simultaneously any of the n WDM channels to transmit data to the BBU, however the same WDM
channel cannot be used simultaneously by ≥ 2 RRH’s Txs, since collision will occur. In case that one or
more WDM channels are not employed by a RRH, then the respective EMLs of this RRH are switched
off. The outputs of the EMLs are connected with the n add input ports of the ROADM, so as the ≤ n
modulated WDM channels to be inserted on the uplink optical bus and forwarded by the intermediate
RRHs’ ROADMs to the BBU premises. It should be noted that the uplink data signals coming from
a RRH are never dropped to the Rx of another RRH of the uplink bus. At the BBU’s Rx, the WDM
channels coming from one or more RRHs are de-multiplexed by a 1:n WDM demultiplexer (DEMUX)
and inserted into the array of n PDs and TIAs.

Towards designing the overall architecture, it is critical to identify what is the optimum set of
resources in terms of fiber-distances, optical losses, number of wavelengths and IF bands, modulation
formats, etc. The main target of this work is to meet the 5G KPIs, while simultaneously complying
with the physical (PHY) layer performance metrics of the underlying hardware and maintaining a low
cost and power consumption envelope, as presented in the next sections.

4. Simulation Modeling

In this section, we present our methodology for matching the simulation models of the main
building blocks with the response of the respective fabricated and designed actual devices. The matching
methodology was implemented as follows: As described in Section 4.1, the first step was to create a
reliable simulation model for the optical modulator that will follow closely the static experimental
behavior of a high-power linear InP EML [55]. As a second step, we carried out physical-layer
simulations for an analog optical IFoF fronthaul link using a fully-matched EML model at the
PIC-based optical Txs’ side and a SMF as the transmission media [59]. As it is described in Section 4.2,
the goal of this simulation was to fully match the signal degradation induced by the EML’s chirping
effect and the chromatic dispersion of the fiber link, with the respective results of the experimental
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link presented in [41]. In Section 4.3, the ROADM simulation model was matched with the estimated
response of a MZI-based ROADM design, currently being fabricated on the Si3N4/SiO2 TriPleX
platform [32].

4.1. Externally Modulated Laser (EML) Static Simulation Model

Firstly, we created the static simulation model for the employed optical modulator. Its static
response was matched with the respective experimental characterization results (S21 response,
power–voltage curves) of a fabricated EML. The fabricated EML was monolithically integrated on
an InP platform [55], designed to operate in the 1550 nm window. It consisted of the laser section
co-integrated on the same chip with the electro-absorption modulator (EAM). Figure 2a shows the
power versus input voltage curves for the simulation model and the experimentally-measured EML
device. As it can be seen, the measured and the simulated responses were identical, having a linear
regime between−1 V and−0.2 V, corresponding to an extinction ratio (ER) of 12 dB. Moreover, Figure 2b
shows the perfectly matched measured and simulated electro-optic S21 curves of the EML, exhibiting
in both cases a flat-top response of 11 GHz.
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4.2. Externally Modulated Laser (EML) Chirp Simulation Model

Since in the previous sub-section the adequate matching of the EML’s static behavior was
achieved, the next step was to provide a fully-matched simulation model of the EML including also an
approximation of its chirping effect. To this end, an analog optical IFoF link was simulated using: (a) a
fiber simulation model that its response was matched with a commercial available SMF [59] including
all the known parameters such as losses, dispersion, dispersion slope, etc., and (b) the EML model
with the known static response and the under investigation chirp response. To goal of this study was
to approximate the EML’s chirping effect by matching the performance of this simulated link with the
performance of an experimentally-evaluated optical IFoF link that employed the actual fabricated EML
and SMF transmission, as presented in [41]. It should be noted that, in the experimentally-measured
link the EML static response, the fiber characteristics, the power of the signal at various stages of the
link as well as the noise figure of the electronics were all known values and the only unknown factor
was the chirping effect of the EML.

Figure 3a shows the simulated setup employed for the analog IFoF fronthaul link. A number of m
(m = 4,6) QPSK or 16-QAM data signals were electrically generated and each of them up-converted to
a different IF frequency by the multiplication with the respective local oscillator (LO). Pulse shaping
was implemented on the data signals by using root raised cosine (RRC) shaping filters with roll-off

factor equal to 0.2. The IF-up converted signals were SC multiplexed and inserted into the EML in
order to modulate a continuous wave (CW) at 1550 nm. The IFoF signal exiting the EML was fed into a
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SMF for transmission to the Rx. In order to investigate the role of the SMF link, a fiber length of 7 km
was employed as in the experimental link presented in [41].
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The Rx comprised a PD with responsivity of 0.7 A/W that converted the optical IFoF
signal to the respective electrical SC multiplexed-IF signal and a low-noise TIA with 20 dB gain.
After down-conversion and pulse shaping, the resultant baseband signals were sent to the EVM tester
for the performance evaluation.

To achieve the performance matching of the simulated and the experimentally-verified IFoF link
presented in [41], we considered a dispersion coefficient of 17 ps/(nm·km) at the reference wavelength
of 1550 nm and a dispersion slope of 0.08 ps/(nm2

·km), as it is the case for a typical SMF [59]. For the
same purpose, we approximated the EML’s frequency chirp effect by including in our EML model,
a voltage-dependent chirp factor that varies from 3.5 to −4, similar to experimentally observed values
presented in [60].

Figure 3b shows the simulated and experimentally-measured EVM values for a four-band SC
multiplexed transmission of QPSK and 16 QAM data signals at a symbol rate equal to 1 Gbd. The IF
frequencies of the four SCs were equal to 0.625 GHz, 1.875 GHz, 3.125 GHz, and 4.375 GHz, respectively,
while the fiber length was equal to 7 km. As it is observed, the performance of the simulated link
followed closely the performance of the experimentally evaluated fronthaul link. For both modulation
orders the EVM slightly increased for the higher IF bands, while the use of 16-QAM slightly deteriorated
the performance of the link when comparing with the QPSK results. Finally, Figure 3c presents the EVM
measurements for a six-band SC signal modulated with QPSK format at 1 Gbd symbol rate. As it can
be seen, the simulated and experimental performance were quite similar, both showing an increasing
EVM for the last two IF frequencies after 7 km fiber transmission. This performance deterioration at
the higher IF frequencies is attributed to the combination of two effects: (a) the chromatic dispersion
of the fiber and (b) the chirp effect of the EML. All the above simulated results which were directly
compared with the experimental results reported in [41], confirming the successful modeling of the
fiber transmission and the EML for various channel setting (modulation order, number of IF sub-bands,
fiber length).

4.3. Reconfigurable Optical Add-Drop Multiplexer (ROADM) Simulation Model

In this sub-section, we describe the ROADM simulation model used for the evaluation of the
proposed hotspot IFoF fronthaul link. This simulation model was matched with the estimated response
of a PIC-based MZI-based ROADM design that is currently being fabricated on the Si3N4/SiO2 TriPleX
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platform [32]. The employed ROADM was designed by Lionix International B.V. [61] to add/drop
four wavelengths in the C-band with a channel spacing of 100 GHz. The choice of the ROADM’s
operational band and the maximum number of supported WDM channels was made in such a way
that the proposed fronthaul infrastructure will meet the KPI targeted bandwidth for hotspots [5].
The ROADM design can be certainly extended to support a higher number of WDM channels by
following an expanded MZI-based layout similar to the work reported in [62]. Figure 4a depicts the
ROADM circuit-layer design which consisted of the identical drop-enabling and the add-enabling
circuitries, both based on a cascaded configuration of MZI-channel interleavers [62]. For the sake of
simplicity the description of the drop operation will follow, whereas the add operation is considered to
be regulated by the same principle, being performed on the reverse direction.
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Figure 4. (a) ROADM physical layer design and implementation comprising the identical drop-enabling
and the add-enabling circuitries, both based on cascaded Mach-Zehnder Interferometers (MZIs),
(b) building block of the cascaded MZIs.

Initially, the four wavelengths (λ1, λ2, λ3, λ4), were fed into the input port of the first (green)
cascade of MZIs. This block of MZIs had a free spectral range (FSR) of 200 GHz in order to split the 200
GHz spaced λ1, λ3 and λ2, λ4 wavelengths to its output port 1 and port 2, respectively. Each WDM
output signal was inserted to the brown cascade of MZIs which had an FSR equal to 400 GHz. Focusing
on the upper arm of the ROADM, the first brown block of MZIs dropped λ1, while the second cascade
of MZIs dropped λ3. Similarly, λ4 and λ2 were exiting the output port 1 of the first and second cascade
of MZIs at the lower arm.

Figure 4b illustrates the building block of the cascaded MZIs comprising two MZIs connected to
each other via tunable couplers (TCs). In this way, it was possible to control the coupling coefficients of
the device, and thus, obtain the desired transfer functions at its outputs. The first MZI had an arm
difference of 2·dL while the arm difference of the second one was equal to dL. Due to the dispersion,
it is crucial that the 2·dL and dL are not in the same path, but on the opposite parts of the waveguides.
Phase Shifters (PS1 and PS2) were placed in each MZI in order to adjust the maximum and minimum
power spectral positions of the filter of the MZIs for dropping or passing the proper wavelength.

The required arm difference for the block of MZIs with FSR = 200 GHz (green) was equal to
dL1 = 872.1 um while the respective difference for the block of MZIs with FSR = 400 GHz (brown)
was equal to 436 um. The coupling coefficients of TC1, TC2 and TC3 can be set anywhere between 0
and 1. When the add-drop operation was required, the TC1, TC2, and TC3 coefficients were adjusted
to be equal to 0.9248, 0.28 and 0.50, respectively, in order to achieve the proper filtering of the four
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wavelengths, while all coupling coefficients were set to 0 when through operation of the ROADM was
needed. In the second case, the filter structure was circumvented and the all the incoming light passed
at the output of the ROADM. To calculate the total optical losses of the ROADM, we considered that in
TriPleX technology the interface loss between the fiber and the ROADM chip was between 0.5 dB and
1.25 dB, the TCs loss was 0 dB and the maximum propagation loss, corresponding to the longest length
of 58.2 mm, was equal to 0.6 dB. Considering the above maximum loss values, the maximum losses of
the ROADM were expected to be equal to 3.1 dB.

Figure 5a illustrates the spectral response (SR) for the output ports 1 and 2 of the green block of
MZIs having an FSR equal to 200 GHz. As it can be observed only wavelengths λ1 ( = 1536.9 nm)
and λ3 ( = 1538.46 nm) were exiting the output port 1 of the green MZIs’ block while wavelengths λ2

( = 1537.67 nm) and λ4 ( = 1539.25 nm) were dropped at the output port 2, all placed at the flat-top area
of the filters. These wavelengths were then fed into the brown cascades of MZIs. Figure 5b shows the
respective SR of the brown cascade of MZIs that were incorporated in the upper arm of the ROADM
and has and has a FSR equal to 400 GHz. Particularly, in this case, λ1 and λ3 were inserted in the input
port 2 of the first brown MZIs’ block and by properly adjusting the phase of the PSs, λ1 is dropped at
the output port 1, while λ3 was dropped at the output port 2. Similarly, Figure 5c shows the SR of the
brown cascaded MZIs (FSR = 400 GHz) employed in the lower arm of the ROADM. As it is shown,
in this case the SR of the brown cascade was adjusted to add or drop λ2 at output port 2 and λ4 at output
port 1. It should be noted, that in all cases flat-top filter shape was obtained by properly adjusting the
coupling coefficients of the TCs. The present design has assumed TE waveguide, while as a next step,
a polarization-insensitive Si3N4/SiO2 waveguide and MZI filters should be employed [63,64].
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Figure 5. Simulated spectral response of the cascaded MZIs’ filters. (a) The filter with FSR = 200 GHz,
passing λ1 and λ3 at its output port 1 and λ2 and λ4 at its output port 2. (b) The filter of the cascaded
MZIs with FSR = 400 GHz properly phase adjusted to drop λ1 and λ3, and (c) the filter of the cascaded
MZIs with FSR = 400 GHz properly phase adjusted to drop λ2 and λ4.
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5. Hotspot Optical Fronthaul Using OFDM Multi-IF Band Transmission

In this section, we present physical layer simulations carried out by means of VPIphotonics
software suite [65], in order to verify the successful operation of the proposed 5G optical fronthaul
architecture for OFDM multi-IF signals with SC modulation of 64-QAM format. Two simulated setups
were employed: a) the setup of a reference single wavelength link without the use of the ROADM and
b) the setup of the proposed WDM hotspot link with four ROADMs in a bus topology. By comparing
the performance of these two fronthaul links, useful conclusions about the additional degradation
induced by the WDM transmission and the ROADM filtering effect were derived. It is worth noting
that the verified simulation models described in Section 4 were incorporated in both setups, so as to
provide reliable simulation results.

5.1. Simulated Setup

5.1.1. Single-wavelength link without ROADM

For the performance evaluation of the reference single wavelength optical IFoF fronthaul link
when OFDM signals are employed, we simulated the setup shown in Figure 6a. This setup relies on
the simulation models described in the first 2 sub-sections of Section 4. With the chirping properties
having been accurately modelled for two different modulation formats, i.e., single-carrier QPSK and
16QAM, that were the only available experimental-verified results [41], this simulation model can be
reliably employed towards evaluating the performance of the underlying fronthaul even for different
modulation formats like OFDM, which are considered to be more suitable for the next-generation
mobile traffic [46]. A different network performance is obviously expected when a different modulation
format is used, suggesting that our simulation model can be reliably employed for validating the
performance of different network configurations and different modulation formats before engaging
into the real experimental deployment of the system.

Appl. Sci. 2019, 9, x FOR PEER REVIEW 11 of 23 

 

5. Hotspot Optical Fronthaul Using OFDM Multi-IF Band Transmission 

In this section, we present physical layer simulations carried out by means of VPIphotonics 
software suite [65], in order to verify the successful operation of the proposed 5G optical fronthaul 
architecture for OFDM multi-IF signals with SC modulation of 64-QAM format. Two simulated 
setups were employed: a) the setup of a reference single wavelength link without the use of the 
ROADM and b) the setup of the proposed WDM hotspot link with four ROADMs in a bus topology. 
By comparing the performance of these two fronthaul links, useful conclusions about the additional 
degradation induced by the WDM transmission and the ROADM filtering effect were derived. It is 
worth noting that the verified simulation models described in Section 4 were incorporated in both 
setups, so as to provide reliable simulation results.  

5.1. Simulated Setup 

5.1.1. Single-wavelength link without ROADM 

For the performance evaluation of the reference single wavelength optical IFoF fronthaul link 
when OFDM signals are employed, we simulated the setup shown in Figure 6a. This setup relies on 
the simulation models described in the first 2 sub-sections of Section 4. With the chirping properties 
having been accurately modelled for two different modulation formats, i.e., single-carrier QPSK and 
16QAM, that were the only available experimental-verified results [41], this simulation model can be 
reliably employed towards evaluating the performance of the underlying fronthaul even for different 
modulation formats like OFDM, which are considered to be more suitable for the next-generation 
mobile traffic [46]. A different network performance is obviously expected when a different 
modulation format is used, suggesting that our simulation model can be reliably employed for 
validating the performance of different network configurations and different modulation formats 
before engaging into the real experimental deployment of the system. 

 
Figure 6. Simulated setup of the IFoF optical fronthaul using OFDM, for (a) the reference link 
employed for the transmission of a single λ and (b) the hotspot link comprising the optical WDM Tx 
at the BBU and the ROADM network at the RRHs’ side. 

A number of four OFDM signals were electrically generated by the respective OFDM encoder 
that was responsible for the distribution of the input bit sequence into 256 data streams by means of 
the Inverse Fast Fourier Transform (IFFT) method and the encoding of each SC with 64-QAM 
modulation format. The real and imaginary I and Q electrical constituents at the output of each 
OFDM encoder were then pulse shaped by RRC filters with a roll-off factor equal to 0.2 and up-
converted to the respective IF frequency by the multiplication with the cosine and sine waves of the 

Figure 6. Simulated setup of the IFoF optical fronthaul using OFDM, for (a) the reference link employed
for the transmission of a single λ and (b) the hotspot link comprising the optical WDM Tx at the BBU
and the ROADM network at the RRHs’ side.

A number of four OFDM signals were electrically generated by the respective OFDM encoder that
was responsible for the distribution of the input bit sequence into 256 data streams by means of the
Inverse Fast Fourier Transform (IFFT) method and the encoding of each SC with 64-QAM modulation
format. The real and imaginary I and Q electrical constituents at the output of each OFDM encoder
were then pulse shaped by RRC filters with a roll-off factor equal to 0.2 and up-converted to the
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respective IF frequency by the multiplication with the cosine and sine waves of the respective LO.
These signals are then summed to give the transmission signal of each IF band [66]. The up-converted
OFDM signals at the different IF frequencies were SC multiplexed and fed into the EAM section of the
EML in order to modulate a CW in the window of 1536.9–1539.25 nm provided by the laser section
of the EML.

Table 1 summarizes the format parameters of the multi- IF band OFDM signal for the employed
SC modulation format of 64-QAM. Four IF bands at 4.4 GHz, 5 GHz, 5.6 GHz, and 6.2 GHz were used
with each individual band occupying a bandwidth of 0.5 GHz and consisting of 256 SCs. Each of the
SCs has a baud rate of 1.953 Mbd, giving a total data rate of 3 Gb/s per IF band. The OFDM waveforms
were separated by a guard band of 100 MHz, while the aggregate data rate of the four channels loaded
on the EML optical input was equal to 12 Gb/s, occupying bandwidth of 2.3 GHz.

Table 1. Format parameters of the multi-intermediate-frequency (IF) band signal.

Parameter Value

Modulation OFDM 64-QAM
IF bands 4

IF center frequencies 4.4, 5, 5.6, 6.2 (GHz)
Bandwidth per IF band 0.5 GHz

Sub-Carrierss per IF band 256
Sub-Carrier baud-rate 1.953 MBaud

Data rate per IF 3 Gb/s
Channel guard band 100 MHz

Bandwidth per λ 2.3 GHz
Data rate per λ 12 Gb/s

The voltage swing of the multi-IF band signal inserted into the EAM was set at 0.7 Vpp, while
the bias voltage of the EAM was equal to -0.4 V in order to ensure operation at the linear regime.
The resultant IFoF data signal exiting the EML with a maximum optical power of 2.8 dBm per
wavelenght [55], was transmitted through a standard SMF to the PD for o/e IF conversion. After the
amplification by the low noise TIA, the output aggregated multi-IF bands were sent to the evaluation
unit, where they were down-converted by the multiplication with the respective LOs, pulse-shaped and
decoded by the OFDM decoder, emulating the signal processing operations that would normally be
performed at the wireless end-users’ site. The OFDM decoder was based on a typical signal processing
circuit that performs the OFDM demodulation by means of the nc-points FFT algorithm [66]. After the
decoding of the OFDM-64QAM signals, the resultant streams were fed into the oscilloscope (OSC) and
the EVM tester for the evaluation of the system. A variable optical attenuator (VOA) was employed to
vary the optical power entering the PD for the EVM measurements.

5.1.2. Wavelength Division Multiplexing (WDM) Hotspot Link with Reconfigurable Optical Add-Drop
Multiplexers (ROADMs)

The proposed optical fronthaul architecture consisted of two identical optical buses extending
around the stadium area, each one consisting of four ROADMs. Without loss of generality, we focused
our study on one of the two identical buses in the downlink communication, as depicted in Figure 6b,
yet equal optical performance is also expected for the second bus or the uplink communication. The 4-λ
WDM Tx of the BBU comprised four EMLs modulating the respective CWs at 1536.9 nm, 1537.67 nm,
1538.46 nm and 1539.25 nm with channel spacing of 100 GHz. Each EML was driven by a different
electrical multi-IF band OFDM signal resulting in an aggregate data rate of 12 Gb/s per λ, exactly as
the one used in the reference link of Figure 3a and equivalent to the experimental demonstration of
the EML-based FiWi link [37]. The modulation format of 64-QAM was adopted for all SCs for each
of the four OFDM IF up-converted signals. Table 1 provides a detailed description of the employed
format parameters for each WDM channel as it has been already presented for the single-λ reference
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link. The outputs of the four EMLs were multiplexed by a 4:1 optical MUX into a 4 λ-WDM stream
for fiber propagation from the BBU towards the cascade of four ROADMs across half of the stadium
periphery, as shown in Figure 1. The data rate of the WDM signal serving half of the stadium was
equal to 48 Gb/s (4λ × 12 Gb/s), resulting in a total data rate of 96 Gb/s for the proposed network, where
two hotspot links were incorporated.

Four ROADMs were employed for serving half of the stadium traffic, each of them being capable
to add/drop the four wavelength carrying data from the BBU to the hotspot area. The ROADMs were
placed at equidistant locations around the periphery of the stadium in a bus topology. The distance
of the neighboring ROADMs was chosen to be equal to 80 m considering the actual diameter of
Toumba’s stadium [67]. In order to investigate the worst case scenario, for the longest reach ROADM
of the downlink bus (ROADM4), we have evaluated the performance of a WDM signal that crossed
through the first three ROADMs and all its WDM channels were being dropped by the last ROADM.
The worst case scenario corresponds to a single-origin capacity problem, which may be obtained
during a football match due to the gathering of the crowd in the fan zone of the stadium (possibly
being placed on the longest reach RRH). The filtering response of the ROADMs was matched with the
transfer functions derived by the physical-layer designs, presented in Section 4.3. After the optical
signals were dropped by the last ROADM, they were inserted into the Rx of the fourth RRH comprising
an array of four photo-receivers (PD + TIA) for o/e conversion and amplification. For validation
purposes of the optical infrastructure, the outputs of the photo-receivers were sent to the evaluation
unit in order to be down-converted, pulse shaped, and decoded, emulating the signal processing
operations that would normally be performed by the wireless users’ equipment. The decoded signals
were then captured by the OSC and EVM tester. VOAs were used for controlling the received optical
power entering the PD. Moreover, we evaluated the performance of the WDM signal when each of its
wavelength-specific channels was consecutively dropped by the different ROADMs of the downlink
optical bus. This second evaluation study corresponds to a multi-origin capacity problem, typically
obtained after the end of the football match when the crowd leaves from the stadium and the traffic
is uniformly distributed in the hotspot area. Finally, we investigated the performance of the uplink,
for the case that the different WDM channels, each one coming from a different RRH, were consecutively
added by the different ROADMs into the uplink bus in order to be received by the BBU.

5.2. Error Vector Magnitude (EVM) Performance of the Simulated Fronthaul Link

Initially, the performance of the reference single-wavelength link without any ROADM, using
four aggregated OFDM IF channels modulated with 64-QAM format, was examined. The SMF length
interconnecting the EML with the VOA of the Rx was considered equal to 500 m, based on the typical
stadium periphery specifications. The total received optical power (ROP) before the PD was adjusted to
be equal to −13 dBm for all IF bands for comparison purposes against the WDM hotspot link. Figure 7a
shows the EVM values per SC for each IF channel, revealing similar performance for all IF OFDM
signals with an average EVM of 4.6%. Figure 7b depicts two indicative constellation diagrams for the
worst-performing SCs of the outermost IF bands of 4.4 GHz (IF1) and 6.2 GHz (IF4), exhibiting EVM
values of 5.1% and 5.2%, respectively. It should be noted that the performance of all SCs was within
the acceptable threshold of 8% as it is defined by 3GPP for the base station radio transmission and
reception of NR carriers with 64-QAM format [68,69].

After the evaluation of the single-wavelength link, we investigated the additional degradation
added by the 4-λ WDM transmission and the ROADM modules for the longest reach RRH of the
hotspot fronthaul architecture, i.e., when the WDM data signals crossed through the first three
ROADMs and being dropped at the last ROADM. This study corresponds to the single origin capacity
problem that requires all the resources to be allocated in a specific area of the hotspot. The SMF
length interconnecting the BBU with the first ROADM was considered equal to 500 m and the ROP
corresponding to each wavelength was equal to−13 dBm, resulted by taking into account the maximum
losses of the individual devices employed in the hotspot link and a moderate transmitted optical
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power (TOP) per wavelength equal to 1.1 dBm. This value is lower than the maximum available
TOP of 2.8 dBm that each EML can output for modulated signals [55] and it was chosen in order to
present the EVM measurements for a non-optimal ROP. Figure 7c presents the EVM values per SC for
all IF channels of the first WDM wavelength of 1536.9 nm. As it is shown, all IF bands at the center
frequencies of 4.4 GHz, 5 GHz, 5.6 GHz, and 6.2 GHz exhibited similar performance with an average
EVM value of 6.3%. The constellation diagrams for the worst performing SC of the first IF the last IF
band are depicted in Figure 7d, exhibiting EVMs of 7% and 6.9%, respectively. Similar performance
was obtained for all the other WDM channels with EVM values within the threshold of 8%. Figure 7e
shows the EVM measurements versus the SC index for all four IF bands carried by the second WDM
wavelength of 1537.67 nm. As it can be seen, all IF bands exhibited again similar performance with
the EVM values of the SCs ranging between 5.2% and 7.1%. Despite these slight deviations, all SCs
achieved EVM values within the 3GPP threshold limit of 8%. Figure 7f presents the constellation
diagrams for the worst performing SCs of the first and last IF, exhibiting an EVM of 7.1% and 7.05%,
respectively. Figure 7g,h depict the respective EVM measurements and constellation diagrams for
the third WDM wavelength of 1538.46 nm, respectively, while Figure 7i,j present the respective set
of results for the fourth WDM channel at 1539.25 nm, exhibiting similar performance within the 8%
EVM limit.Appl. Sci. 2019, 9, x FOR PEER REVIEW 14 of 23 
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Figure 7. Link w/o ROADM and single λ transmission of OFDM 64-QAM: (a) EVM per SC for all
IF bands for λ1 at a ROP of −13 dBm, (b) constellation diagrams of the worst performing SC for the
first and last IF band. Hotspot WDM Link with ROADM: (c) EVM per SC for all IF bands for WDM1
(λ1 = 1536.9 nm) at a minimum ROP of −13 dBm, (d) constellation diagrams of the worst performing
SC for the first and last IF band at λ1. (e) EVM per SC for all IF bands for WDM3 (λ3 = 1538.46 nm) at a
minimum ROP of −13 dBm, (f) constellation diagrams of the worst performing SC for the first and last
IF band at λ3.
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In order to investigate the scenario where the available downlink capacity resources is needed to
be uniform distributed on the hotspot area (denoted as the multi-origin capacity problem), we carried
out EVM measurements for the case that the WDM channels were dropped one by one in the peripheral
of the stadium by the respective ROADMs. The multi-origin capacity scenario was investigated also
for the uplink fronthaul link by performing EVM measurements for the WDM channels that were
consecutively added by the respective ROADMs of the uplink bus and received by the array of PDs at
the centralized BBU side.

Figure 8a presents the employed setup for the simultaneous downlink and uplink transmission of
four WDM channels, each one carrying four IF band signals with the format parameters presented in
Table 1. Focusing on the downlink direction, the BBU’s Tx has transmitted four WDM channels as
shown in Figure 6b, with each of them chosen to exhibit a TOP equal to 1.1 dBm. The WDM signal was
transmitted through a 500 m length SMF to the hotspot, where the WDM channels at λ1, λ2, λ3, λ4 were
consecutively dropped from ROADMs 1–4, respectively. The signal at the output of each ROADM
was received by a photo-receiver (PD + TIA) before entering the evaluation unit shown in Figure 6b.
Taking into account the power budget of the downlink and a TOP equal to 1.1 dBm, the ROP at the
output of the fourth ROADM was found to be equal to −13 dBm. Considering that the total loss of the
ROADM module was equal to 3.1 dB, the ROP values at the output of the ROADMs 3, 2, 1 have been
calculated equal to −9.9 dBm, −6.8 dBm, and −3.7 dBm, respectively.
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Figure 8. (a) Simulation setup of the WDM downlink and uplink optical bus where downlink λ1, λ2,
λ3, λ4 data signals are subsequently dropped by ROADMs 1–4 and uplink λ4, λ3, λ2, λ1 data signals are
subsequently added by ROADMs 4,3,2,1, respectively. EVM per SC for all IF bands for the (b) downlink
WDM1 (λ1 = 1536.9 nm) at a ROP of −3.7 dBm, (c) downlink WDM2 (λ2 = 1537.67 nm) at a ROP of
−6.8 dBm, (d) downlink WDM3 (λ3 = 1538.46 nm) at a ROP of −9.9 dBm and (e) downlink WDM4
(λ4 = 1539.25 nm) at a ROP of −13 dBm, (f) uplink WDM1 (λ1 = 1536.9 nm) at a ROP of −3.7 dBm,
(g) uplink WDM2 (λ2 = 1537.67 nm) at a ROP of −6.8 dBm, (h) uplink WDM3 (λ3 = 1538.46 nm) at a
ROP of −9.9 dBm and (i) ulink WDM4 (λ4 = 1539.25 nm) at a ROP of −13 dBm.
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Focusing on the uplink direction, each RRH added a different WDM channel into the uplink bus
through the respective ROADM. Particularly, WDM channels at λ4, λ3, λ2, λ1 were consecutively added
into the link from ROADMs 4, 3, 2 and 1, respectively, each one with a TOP equal to 1.1 dBm. The uplink
4-wavelength WDM signal at the exit of the hotspot was then transmitted through a SMF with a length
of 500 m, demultiplexed by the DEMUX of the BBU and received by its array of photo-receivers as
presented in Figure 1b. The ROP of the channels carried by λ1, λ2, λ3, λ4 was calculated equal to
−3.7 dBm, −6.8 dBm, −9.9 dBm and −13 dBm, respectively, using the same procedure as in case of
the downlink. Finally, the electrical converted signals at the output of the photo-receivers sent to the
evaluation unit of the BBU, comprising the same circuit shown in Figure 6b for the end user.

Figure 8b–e show the EVM values per SC of all IF bands for the downlink WDM channels at
λ1, λ2, λ3, λ4, respectively. Figure 8b reveals that the signal carried by λ1 and dropped by ROADM
1 exhibited SC EVM values between 3.15–3.7%. Figure 8c,d present the EVM values for λ2 and λ3,
exhibiting EVM values between 3.3–4.1% and 4.6–5.7%, respectively. Finally, Figure 8e shows that
the signal at λ4 exiting the last ROADM exhibited the worst performance with the EVM values of
the different SCs ranging between 5–7.1%. By comparing the performance of the different WDM
channels, it is observed that as the available optical power of the dropped signals was decreasing due
to the ROADM losses, the EVM values were increasing. A maximum EVM difference of 3.5% was
found between the worst performing SC of the different wavelength channels. By comparing the EVM
measurements obtained for this multi-origin downlink capacity problem with the respective results for
the single-origin capacity problem presented in Figure 7c,i, similar performance was shown for the
fourth WDM channel. The performance of the other three channels (WDM1–WDM3) was found to be
better for the multi-origin capacity case.

Figure 8f–i present the respective EVM values per SC of all IF bands for the uplink WDM channels
at λ1, λ2, λ3, λ4, respectively. Figure 8f reveals that the signal carried by λ1 and added by ROADM 1
exhibited SC EVM values between 3.1–3.7%. Figure 8g,h shows the EVM values for λ2 and λ3 added
by ROADM 2 and 3, exhibiting EVM values between 3.3–4.15% and 4.6–5.7%, respectively, Figure 8i
presents the EVM values for the signal carried by λ4 exiting the last ROADM. This channel exhibited
the worst performance when compared with the other uplink channels with the EVM values of the
different SCs ranging between 5.1–7.1%. When comparing the performance of the downlink and uplink
fronthaul link, similar performance was observed.

Figure 9 presents the IF spectra diagrams for three different cases: (a) the initial aggregated 4-IF
band signal inserted into the EML, (b) the signal exiting the photo-receiver (PD + TIA) of the reference
link without any ROADM, and (c) the respective signal transmitted through the WDM hotspot link
and exiting the last ROADM. Figure 9a presents the normalized spectrum of the aggregated multi-IF
band signal that was electrically generated at the Tx side and entered the EML to modulate the
wavelength of 1536.9 nm (λ1). As it can be seen, the spectral power density was constant for all IF
bands of the generated signal. Almost constant power spectral density was also shown in Figure 9b for
the o/e converted signal exiting the photo-receiver (PD + TIA) of the single-wavelength link where
no ROADMs were used, implying a similar performance for all IF channels, as it has already been
confirmed in Figure 7a,b. A spectral behavior with almost constant power spectral density was also
revealed for the o/e converted multi-IF band signal at the output of the TIA connected with the drop
port of the fourth ROADM, as shown in Figure 9c.

In this case, the signal was transmitted through the WDM hotspot link shown in Figure 6b. This is
an evidence that the EML, the fiber length of 500 m, as well as the ROADM device have affected
uniformly the performance of the different IF bands, justifying the results showed in Figure 7c–j.
Focusing on the spectral content of each IF band of the WDM channel shown in Figure 9c, it can be also
observed that the individual SCs exhibited different power levels with a non-uniformity of ~2.5 dB.
The SCs of the respective IF band during single wavelength transmission (i.e., no ROADMs) exhibit
better power uniformity with a value equal to 1 dB as shown in Figure 9b. This additional signal
distortions within the IF bands of the WDM channel is also consistent with the EVM analysis presented
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in Figure 7. Particularly, as shown in Figure 7c,e,g,i, the EVM values during WDM transmission are
ranging between 5.1–7.1%, while the respective EVM values the single-wavelength transmission were
lower, ranging between 4–5.2% (Figure 7a).Appl. Sci. 2019, 9, x FOR PEER REVIEW 17 of 23 
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Figure 9. IF Spectra of (a) the OFDM 64-QAM signal inserted the EML, (b) o/e converted and amplified
signal exiting the TIA for the reference link without any ROADM, and (c) the signal exiting the TIA for
the hotspot link with the first three ROADMs in through mode and the ROADM4 in drop mode.

Figure 10 shows the received EVM for the worst performing SC of the multi-IF transmission versus
the ROP, for each of the WDM channels λ1, λ2, λ3, λ4 transmitted through the first three ROADMs and
dropped by the fourth ROADM. A fiber length of 500 m was employed in order to interconnect the
BBU with the first ROADM of the optical bus. The respective EVM curves for the single-λ transmission
of λ1, λ2, λ3, λ4 without the use of ROADMs are also presented in Figure 10.
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As it is shown, all WDM channels exhibit similar performance, achieving EVMs within the 3GPP
threshold of 8% when the ROP is higher than −14.3 dBm. It should be also noted that a relatively low
power penalty of 1.2 dB was obtained with respect to the single-λ transmission at the EVM of 8%.

A power budget analysis of the proposed hotspot fronthaul architecture was carried out to
calculate the actual ROP of the signal reaching PD of the fourth RRH. The purpose of this analysis is
to compare the ROP calculated by the power budget with the required ROP of −14.3 dBm, dictated
by the EVM measurements (Figure 10). Table 2 summarizes the power budget parameters of the
main building blocks incorporated in the WDM hotspot link. By considering an EML modulated
average TOP of 2.8 dBm [55] and subtracting the losses of the MUX, SMF [59] and the four ROADMs
(Section 4.3), an actual ROP of −11.3 dBm was calculated before the PD of the fourth ROADM for
a SMF length of 500 m. The fact that the ROP of the power budget analysis is higher than the ROP
of −14.3 dBm required in order to achieve an EVM of 8%, showing actually a power margin of 3 dB
(3 dB = −11.3 dBm − (−14.3 dBm)), indicates that all WDM multi-IF band signals can be successfully
transmitted over the proposed hotspot fronthaul link with sufficient power budget. The EVM values of
the worst performing SC for the ROP of −11.3 dBm (maxTOP = 2.8 dBm) was found to range between
5.6%–6.3%. The minimum and maximum EVM values correspond to the λ1 and λ4, respectively.
The respective EVM value for the moderate TOP of 1.1 dBm, used for the EVM versus SC index
measurements, was found to be 7–7.1%.

Table 2. Power budget parameters.

Building Block Value

Externally Modulated Laser (EML) modulated average output power 2.8 dBm
Multiplexer (MUX) insertion losses 1.5 dB

Single Mode Fiber (SMF) propagation losses 0.25 dB/km
Reconfigurable Optical Add-Drop Multiplexer (ROADM) losses 3.1 dB (max.)

5.3. Fiber Length Study

To investigate the longest reach that the BBU box can be placed in the backhaul or the metro-core
of the network, we performed a fiber length study with the main criteria being the EVM value of
the received data signal after the fourth ROADM to be within the acceptable threshold set by 3GPP.
To this end, we considered the same topology for the hotspot fronthaul, as shown in Figure 6b, with the
fiber length between the BBU and the first ROADM extended up to a few km. Figure 11 depicts the
ROP versus the length of the SMF fiber between the BBU and the first ROADM, where the red line
corresponds to the actual ROP in dBm reaching the PDs of the fourth RRH. The actual ROP was
calculated by taking into account the insertion and propagation losses of the building blocks used in
the fronthaul link as it is shown in Table 2.

In this power budget analysis, when the SMF length was equal to 0 (back-to-back), the actual ROP
was calculated equal to −11.16 dBm for an EML modulated average output power of 2.8 dBm [55],
MUX and ROADM losses of 1.5 dB and 3.1 dB, respectively. As the SMF fiber length increased, the
actual ROP was linearly decreasing, reaching the value of −13 dBm at a length of 7 km due to the SMF
propagation losses of 0.25 dB/km [59]. The other four curves correspond to the four WDM channels
and show the ROP required at the PDs of the fourth RRH in order to achieve EVM of 8% for the worst
performing SC modulated with 64-QAM. As it can be observed, the EVM degraded for all channels
as the fiber length increases due to the signal impairments stemming from the chromatic dispersion,
resulting in slightly higher ROP for the highest wavelength channel of 1539.25 nm. By comparing the
actual and the required ROP, it can be seen that these curves cross at a length of 4.8 km. After this
crossing the required ROP was higher than the available power budget, implying severe performance
degradation. This reveals that the longest acceptable distance between the BBU and the hotspot area
can be 4.8 km without using any repeater.
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Figure 11. ROP versus the length of the fiber connecting the BBU with the first ROADM. Curve of the
actual ROP deriving from the power budget of the hotspot link and curves of the ROP required to
achieve an EVM = 8% for all WDM channels.

6. Conclusions

In this paper, we presented an analog optical fronthaul 5G architecture employing OFDM-based
IFoF WDM links and PIC technologies to meet the high-bandwidth requirements of overcrowded
privately owned hotspot areas in a low-cost and energy efficient manner. The proposed fronthaul
exploits WDM PIC-based optical Txs for the multicarrier IFoF signal generation at the BBU site and
low-loss ROADMs at the RRH nodes arranged on a bus topology facilitating wavelength selectivity
and re-configurability of up to four4 WDM channels. Robust EVM performance with an aggregated
capacity of almost close to 100 Gb/s was achieved by employing WDM IFoF transmission of OFDM
signals with frequency aggregation of 4-IF bands and SC modulation of 64-QAM at a channel baud
rate of 0.5 Gbd. Finally, the fiber length study showed that the BBU box may be placed at a distance
up to 4.8 km from the hotspot area. The proposed fronthaul architecture may find applications in
high-traffic overcrowded hotspot areas within the 5G frame.
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