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Abstract: Neurons are the basic building and computational units of the nervous system, and have
complex and diverse spatial geometric structures. By solving the neuronal classification problem,
we can further understand the characteristics of neurons and the process of information transmission.
This paper presents a neuronal morphology classification approach based on locally cumulative
connected deep neural networks, where 43 geometric features were extracted from two different
neuron datasets and applied to classify types of neurons. Then, the effects of different parameters
of deep learning networks on the performance of neuron classification were analyzed including
mini-batch size, number of intermediate layers, and number of building blocks. The accuracy of
the approach was also compared with that of the other mainstream machine learning approaches.
The experimental results showed that the proposed approach is effective for solving complex neuronal
morphology classification problems.

Keywords: neuron classification; geometric features; deep residual neural networks; locally
cumulative connection

1. Introduction

The basic functions of neurons are to accept, integrate, transmit, and output information for
information exchange. Neuronal clusters exchange information through various neurons to realize
brain functions [1,2]. Studying the classification of neurons is an important way to thoroughly
understand brain information processing [3,4]. The morphological and electrical characteristics of
neurons are two important factors [5]. The electrical characteristic of neurons contains different action
potential firing patterns. The potential spike pattern of the neuronal cells can be obtained in response to
their puncture by a microelectrode; however, it is more complicated to distinguish the types of neurons
by the spike firing characteristic of neuronal cells [6]. Dendritic and axonal trees stemming from
the soma develop an extremely complex branching pattern that occupies and fills three-dimensional
(3D) space [7]. The 3D morphological structure of neurons can be obtained by two-photon excitation
fluorescence microscopy and fluorescence staining techniques. Since digitally reconstructed neuronal
morphology is not only relatively simple to analyze, but also easier to obtain, researchers are more
inclined to solve the neuron classification problem by analyzing the geometry data of neurons.

At present, some researchers have applied machine learning approaches to solve the morphology
classification of neurons, which have achieved many important results. Alavi et al. [8] analyzed the
two-dimensional (2D) and 3D microscopic images of neurons, and obtained the geometric information
of neurons to classify dopaminergic neurons in the rodent brain. They used different machine learning
approaches for neuron classification such as support vector machine (SVM), backpropagation neural
network, and multi-class logistic regression (LR). The neuron classification performances of different
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approaches have also been compared. Han and Zeng [9] proposed a neuron classification approach
based on SVM where neurons were treated as irregular fragments, and the fractal dimension was
calculated to describe the spatial structure of neurons. The fractal dimension was used as a new
morphological feature of neurons and another 16 morphological features were added to the neuronal
morphology classifier. The importance of fractal dimension feature to the neuron classification was
validated by the experiments. Zhang [10] presented a neuron geometric classification approach based
on a naive Bayesian (NB) classifier, which improves the accuracy of classification by the selection of
classification attributes. Furthermore, Mihaljević et al. [11,12] used label Bayesian networks to develop
the classification method for GABAergic interneurons. Hernández-Pérez et al. [13] proposed new
features for neuron classification where three time series were derived from the 3D structure of the
neuron. The selected neuron datasets were subjected to supervised classification and the results were
compared by considering three sets of features: morphological, features obtained from the time series,
and a combination of both. In addition, some neuron classification approaches did not apply to the
category label information of neurons, so they used clustering techniques to realize the division of
neuron morphologies. Zhang et al. [14] selected and analyzed 16 morphological features of neurons,
extracted three main factors for cluster analysis, and then classified the neurons. Chao and Han [15]
used the expectation maximization algorithm to classify 1907 human pyramidal neurons into six
categories, and then sorted the six types of data according to the weights to predict the growth process
of human pyramidal neurons.

From the above analysis, although researchers have proposed a number of neuron classification
approaches, most of them are aimed at neuron datasets with a small number of morphological features,
and the classification accuracy is not high. In this paper, we collected and selected the 3D neuron data of
two different animals. Then, using the software tool L-Measure [16], the 43 morphological features were
obtained for each 3D neuron. We propose a novel neuronal morphology classification approach based
on deep neural networks, which contains two computational models: a locally cumulative connected
deep neural network (LCCDNN) and a fully cumulative connected deep neural network (FCCDNN).
In our approach, a large number of morphological features are extracted from the original 3D neuron
data, and then trained by LCCDNNs and FCCDNNs to classify the neurons into proper subtypes
according to their geometry structures. In addition, the current mainstream machine learning classifiers
were compared to validate the effectiveness of the proposed approach in the selection datasets.

The rest of this paper is organized as follows. In Section 2, two 3D neuron datasets are
introduced including C. elegans and zebrafish datasets. In addition, the feature extraction and feature
selection methods of neuronal spatial structures are also introduced. In Section 3, the neuronal
morphology classification approach based on the cumulative connected deep neural networks is
presented. In Section 4, the flexibility and power of the proposed approach are showcased by the
neuron classification experiments. Our conclusions are presented in Section 5.

2. 3D Neuron Datasets and Morphological Feature Extraction

2.1. 3D Neuron Datasets

The 3D morphological structure of neurons can be described by the standard SWC file format, which
has been widely used for analyzing neuronal morphologies or sharing neuron classifications [17,18].
The digitally reconstructed neurons are publicly available at the online NeuroMorpho.Org (http://www.
neuromorpho.org) [19], which is a neuron database containing the publicly accessible 3D neuronal
reconstructions and associated metadata. It collects neuron data from more than 200 laboratories
around the world and continuously collects and publishes new data. So far, NeuroMorpho.org is the
world’s largest publicly accessible neural source database. SWC morphology files can be read by the
publicly available tools CVAPP [20] and Neuromantic [21]. In order to verify the effectiveness of the
proposed approach, two neuron classification datasets were constructed based on different types of
neurons in different animals.

http://www.neuromorpho.org
http://www.neuromorpho.org
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(1) C. elegans dataset

This dataset mainly performs different neuron classification within the somatic nervous system
region of C. elegans. There are three types of selected neuron, namely interneuron, motor neuron
(motoneuron), and somatic neuron. In the constructed neuron classification dataset, the number of
samples for each subtype was 64, and the total number of samples was 192. The 2D projections of the
morphological structures of interneurons, motoneurons, and somatic neurons are shown in Figure 1.
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Figure 2. The 2D projections of geometric morphologies of the zebrafish neurons. (a) Large, (b) Mitral, 
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Figure 1. The 2D projections of geometric morphologies of the C. elegans neurons. (a) Interneuron,
(b) Motoneuron, (c) Somatic neuron.

(2) Zebrafish dataset

This dataset focuses on different neuronal classifications within the main olfactory bulb region
of zebrafish. We selected four types of neuron data for classification including 53 samples of each
subtype, a total number of 212 neurons in the dataset, specific data sample names, and the thumbnails
provided in NeuroMorpho.org. As shown in Figure 2, we provide the 2D projections of some of the
geometric morphologies of neurons for the four types such as large, mitral, output, and small neurons.
It can be seen that the morphological structures of different types of neurons are quite similar, and it is
very challenging to effectively classify them.

Appl. Sci. 2019, 9, x FOR PEER REVIEW 3 of 19 

NeuroMorpho.org is the world’s largest publicly accessible neural source database. SWC 

morphology files can be read by the publicly available tools CVAPP [20] and Neuromantic [21]. In 

order to verify the effectiveness of the proposed approach, two neuron classification datasets were 

constructed based on different types of neurons in different animals. 

(1) C. elegans dataset 

This dataset mainly performs different neuron classification within the somatic nervous system 

region of C. elegans. There are three types of selected neuron, namely interneuron, motor neuron 

(motoneuron), and somatic neuron. In the constructed neuron classification dataset, the number of 

samples for each subtype was 64, and the total number of samples was 192. The 2D projections of the 

morphological structures of interneurons, motoneurons, and somatic neurons are shown in Figure 1. 

 

        (a)                           (b)                               (c)  

Figure 1. The 2D projections of geometric morphologies of the C. elegans neurons. (a) Interneuron, 

(b) Motoneuron, (c) Somatic neuron. 

(2) Zebrafish dataset 

This dataset focuses on different neuronal classifications within the main olfactory bulb region 

of zebrafish. We selected four types of neuron data for classification including 53 samples of each 

subtype, a total number of 212 neurons in the dataset, specific data sample names, and the thumbnails 

provided in NeuroMorpho.org. As shown in Figure 2, we provide the 2D projections of some of the 

geometric morphologies of neurons for the four types such as large, mitral, output, and small 

neurons. It can be seen that the morphological structures of different types of neurons are quite 

similar, and it is very challenging to effectively classify them. 

 

     (a)                    (b)                    (c)                 (d) 

Figure 2. The 2D projections of geometric morphologies of the zebrafish neurons. (a) Large, (b) Mitral, 

(c) Output, (d) Small. 

Figure 2. The 2D projections of geometric morphologies of the zebrafish neurons. (a) Large, (b) Mitral,
(c) Output, (d) Small.



Appl. Sci. 2019, 9, 3876 4 of 18

2.2. Morphological Feature Extraction

The morphological data file of neurons obtained from NeuroMorpho.org is in the SWC format,
where a neuron, according to its spatial structure, can discretize a series of cylindrical segments
(compartments). In the SWC format, each row contains seven values for a compartment: the integer
label and type of compartment; x, y, and z coordinates; radius; and connectivity link, respectively.
The connectivity link indicates the parental compartment (integer label) of the current coordinate point.
As the SWC data does not directly reflect the morphological features of the neuron, the raw data need
to be preprocessed. L-Measure is one of the subprojects of the computational neuroanatomy group in
the Human Brain Project [22,23]. L-Measure can calculate a large number of morphological features
from the 3D data of neurons such as the surface area of soma, the number of stems, the characteristics
of compartments and branches, the properties of bifurcation points, and so on. We extracted 43 types
of morphological feature for each 3D neuron using L-Measure; the names and simple descriptions of
the 43 morphological features are shown in Table 1. For each morphological feature, we can obtain the
maximum, minimum, average, and sum values as the original neuronal classification data. For example,
the minimum length of the compartment was 1.11802 µm, the maximum length of the compartment
was 656.878 µm, the average length was 10.8103 µm, and the total length of all compartments was
16,734 µm for a given input 3D neuron. The statistical analysis of each morphological feature can
also be seen in [16]. In this paper, there were 172 values used as the input features for the neuronal
morphology classification approaches.

Table 1. Neuronal morphological features extracted by L-Measure.

No. Feature Name The Simple Description of Feature

1 Soma surface Surface of the soma
2 N_stems Number of stems attached to the soma
3 N_bifs Number of bifurcations for the given neuron
4 N_branch Number of branches for the given neuron
5 N_tips Number of terminal tips for the given neuron
6 Width Difference of minimum and maximum x-values on the X-coordinate
7 Height Difference of minimum and maximum y-values on the Y-coordinate
8 Depth Difference of minimum and maximum z-values on the Z-coordinate
9 Type Type of a compartment
10 Diameter Diameter of a compartment
11 Diameter power Compute the diameter raised to the power 1.5 for a compartment
12 Length Length of a compartment
13 Surface Surface of a compartment
14 Section area Section area of a compartment
15 Volume Volume of a compartment
16 Euclidean distance Euclidean distance of a compartment with respect to the soma
17 Path distance Path distance of a compartment from the soma point
18 Branch order Order of the branch with respect to the soma
19 Terminal degree Total number of tips that a compartment will terminate
20 Terminal segment Compartment that ends as a terminal branch
21 Taper_1 Burke Taper which is measured between two bifurcation points
22 Taper_2 Hillman Taper which is measured between two bifurcation points
23 Branch path length Sum of the length of all compartments from the given branch
24 Contraction Ratio between Euclidean distance of a branch and its path length
25 Fragmentation Total number of compartments that constitute a branch
26 Daughter ratio Ratio between the bigger daughter and the other one
27 Parent daughter ratio Ratio between the diameter of a daughter and its father
28 Partition asymmetry Relation of the number of tips on the left and right on bifurcation

29 Rall power Rall value is computed by linking the diameter of two daughter branches to the
diameter of the bifurcating parent

30 Pk This value is computed by Rall power
31 Pk classic Same value as Pk, but with Rall power set to 1.5
32 Pk2 Same value as Pk, but with Rall Power set to 2
33 Bif_ampl_local Angle between the first two compartments for a bifurcation
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Table 1. Cont.

No. Feature Name The Simple Description of Feature

34 Bif_ampl_remote Angle between two branches for a bifurcation

35 Bif_tilt_local Angle between the previous compartment of bifurcating father and the two
daughter branches of the same bifurcation

36 Bif_tilt_remote Angle between the previous father compartment of the current bifurcating
father and its two daughter compartments

37 Bif_torque_local Angle between the plane of previous bifurcation and the current bifurcation
38 Bif_torque_remote Angle between current plane of bifurcation and previous plane of bifurcation
39 Last_parent_diam Diameter of last bifurcation before the terminal tips
40 Diameter threshold Diameter of first compartment after the last bifurcation leading to a terminal tip

41 Hillman threshold Compute the weighted average between 50% of father and 25% of daughter
diameters of the terminal bifurcation

42 Helix Choosing the 3 segments at a time (or four points at a time) and computes the
normal form on the 3 vectors to find the 4th vector

43 Fractal dimension Fractal dimension metric for branches of the dendrite trees

3. Neuronal Classification Approach Based on Deep Neural Networks

Artificial neural networks (ANNs) are a nonlinear and adaptive information processing system
consisting of a large number of interconnecting neurons. It is an emerging interdisciplinary subject
and imitates the structure and function of the human brain and draws on the research results of
biological neuroscience to realize the processing of information. ANNs not only promote the application
and development of intelligent computing, but have also revolutionized the research methods of
information science and neurobiology. Recent studies in machine learning have shown that a deep
or hierarchical neural architecture is useful to find highly nonlinear and complex patterns in data.
The learning algorithms of deep neural networks have been successfully applied in image recognition,
autonomous vehicles, speech recognition, question answering matching, precision push, and other
applications, as deep learning technology is more and more adopted [24,25].

The general structure of deep neural networks consists of an input layer, multiple hidden layers,
and an output layer. When adjacent layer neurons are connected by two, they form a fully connected
deep neural network (FCDNN) [26], and its network structure is shown in Figure 3. The network
has one input layer consisting of n input neurons, l hidden layers, and one output layer consisting of
m output neurons. The matrix Wi represents the connection weights between layers, and the vector
bi represents the deviation of neurons in each layer. For complex pattern recognition problems, the
researchers found that FCDNNs with the correct structures and synaptic weights achieved better
results than the shallow neural networks [26]. FCDNNs enhance the feature representation ability
from the input data by stacking a number of hidden layers. The explanation is that FCDNNs can learn
and extract better features from the input samples than shallow neural networks [27].
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The input data in the input layer is transmitted from the hidden layer to the output layer, and the
activities of the neurons for each layer are computed as:

hi+1 = f (Wi+1hi + bi+1) (1)

where f (•) is the activation function. When i = 0, h0 = x represents the input layer, when i = l, hl+1 = y
represents the output layer.

For multi-classification problems, the l hidden layers generally use ReLU as the activation function,
and the l + 1 layer uses softmax as the activation function. Since the layers in the network are slightly
steerable, the FCDNN can be trained using the back propagation algorithm. The process is to minimize
the error function, where the error function is the cross-entropy loss:

L = −
m∑

i=1

ŷi log Si (2)

where ŷi is desired output and Si represents the probability that the sample belongs to the ith category.

3.1. Residually Connected Deep Neural Networks

Although deep neural networks have better feature representation capability, as the number
of network layers increases, the gradient inevitably disappears [28]. With the introduction of batch
normalization, the problem has been solved for simple network structures [29]. However, when the
network structure is too complicated, the current mainstream optimizer is used to train the networks,
and the degradation phenomenon remains unresolved. The residually connected deep neural network
(RCDNN) model has been proposed to effectively solve this problem [30]. The residual deep network
is composed of a number of inner layer blocks, and each block contains multiple neuron layers.
The RCDNN structure is shown in Figure 4.
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In the RCDNNs, each inner layer block is treated as a building block that contains multiple
intermediate hidden layers. The intermediate layers are directly connected to each other in each
building block, and the structure of the building blocks is shown in Figure 5. For the ith building block
in the RCDNN,xi represents the input feature vector, and Hi(xi) represents the corresponding output
of the ith building block. If the dimensions of input xi and output Hi(xi) are the same, the input for the
next building block can be expressed as:

xi+1 = Hi(xi)+xi (3)

Otherwise, the input vector xi is transformed by linear projection with Ws, and the input for the next
building block can be expressed as:

xi+1 = Hi(xi)+Wsxi (4)
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In the above connection method, the number of parameters and the computational complexity of the
network is not increased. In other words, the residual structure can be applied to various existing
models without changing the existing architecture of the networks.

Appl. Sci. 2019, 9, x FOR PEER REVIEW 7 of 19 

1

ˆ log
=

= y
m

i i

i

L S−                                  (2) 
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3.2. Cumulative Connected Deep Neural Networks

3.2.1. Locally Cumulative Connected Deep Neural Networks

Although RCDNNs can slow the disappearance of the gradient and further extract the hidden
features, the training process in the neural networks still cannot avoid the loss of features, resulting in
insufficient accuracy for data processing. In this paper, a locally cumulative connected deep neural
network model was proposed based on the structure of RCDNNs. The characteristic of the LCCDNN
model is that the input of each building block contains the feature vectors of multiple upper residual
blocks. As shown in Figure 6, the structure of LCCDNNs is used for neuronal morphology classification,
where the input feature vectors of two upper building blocks are cumulated as input for all residual
blocks, except the first one.
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Compared with the traditional residual networks, the input of each building block in the LCCDNN
is also accumulated with the output of the upper block and the inputs of the two upper blocks. The input
of building block I + 1 is computed as:

xi+1 = Hi(xi)+xi + xi−1 (5)

where Hi(xi) represents the output of the ith building block and xi and xi−1 are the input feature vectors
of the two upper blocks. In addition, the input of the first building block is calculated as Equation (3)
or (4), and x1 is the sample feature vector.

3.2.2. Fully Cumulative Connected Deep Neural Networks

If the structure of the LCCDNN is extended over the entire building blocks of the network, that is,
the input of each building block cumulates the feature vectors of all upper building block, the fully
cumulative connected deep neural network model can be obtained. The FCCDNN structure is shown
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in Figure 7, where it can be seen that the extended residual networks contain a number of building
blocks through the fully cumulative compute mode. In the FCCDNNs, the input calculation of each
inner layer block can be expressed as:

xi+1 = Hi(xi)+xi +

j=i−1∑
j=1

x j (6)

According to the first building block, the only input sample feature x1 is cumulative, and there are
more and more cumulative feature vectors along with the increase in the number of building blocks.
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Although in theory the feature reuse capability of the FCCDNNs is stronger than that of the
LCCDNNs, the networks may cause a certain degree of gradient explosion because the accumulation
of all upper block features causes the input of the building block to be too large. In fact, the locally
and fully cumulative connected deep neural network models are extended from the deep residual
networks, the number of parameters is not increased, and the core idea is to increase the accuracy of
the network train by increasing a certain amount of calculation.

3.3. Classification Approach of 3D Neurons

Normalizing the feature data can effectively reduce the influence of large numerical features,
increase the training speed of machine learning methods, and reduce over-fitting [31]. For a feature x,
the maximum xmax and minimum xmin can be found from all training sets, and the scaling value x̃ can
be expressed as:

x̃ =
x− xmin

xmax − xmin
(7)

The neuron morphology classification process based on the LCCDNNs is shown in Figure 8.
The neuron classification process consisted of the following parts: first, the selected neuronal dataset
was divided into training and test sets, then the feature values were extracted by using the L-Measure
tool; second, the normalized feature values were also obtained by feature scaling with Equation (7);
and finally, the feature data of the training set were used to train LCCDNNs, and the test set was used
to verify the result.
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4. Experiments and Results

In this section, several experiments are presented to demonstrate the classification capabilities of
the LCCDNN and FCCDNN models. At first, the neuronal morphology classification approach was
applied to the C. elegans and zebrafish datasets by demonstrating the neuron classification process.
Furthermore, we analyzed the relevant parameters that may influence the classification performance
of neuron morphology such as mini-batch size, the number of intermediate layers in a building block,
and the number of building blocks. Finally, we compared the classification accuracy of the proposed
deep neural network models and other current machine learning classifiers.

In order to evaluate the performance of this predictive model, the correct predictive score based
on SKLEARN [32] was used as the classification evaluation criterion. If yi is the prediction value of the
ith sample and ŷi is the corresponding true value, then the correct prediction score of the nsample is
defined as:

accuracy(y, ŷ) =
1

nsample

nsample∑
i=1

1(yi = ŷi) (8)

4.1. Experimental Parameter Settings

The deep neural network model used in the simulations was feedforward architecture with one
input layer, multiple hidden layers, and one output layer. The number of units of the input layer
was 172, which were used to input 43 neuronal morphological features, with each feature containing
the maximum, minimum, average, and sum values. The number of units of the output layer was
determined by the 3D neuron classification problem, which was three for the C. elegans dataset and
four for the zebrafish dataset. The hidden layers were divided into many building blocks with the same
number of intermediate layers, and the number of neurons of each intermediate layer (or hidden layer)
was 200. Table 2 lists the base building block parameter settings of the LCCDNNs and FCCDNNs for
different neuron datasets. The basic mini-batch size was 64 for the LCCDNN and FCCDNN models in
the training processes.

The implementation of deep neural networks in this paper was based on the Keras framework [33].
All parameters, except the network structure parameters, used the Keras recommended parameters.
The general parameters of the neural networks were: the last output layer activation function was
softmax, the activation function of other hidden layers was Leaky ReLU; the initial weight distribution
of each layer was random and uniform, which guarantees that good information is reserved; and the
gradient was reduced by Adam [34] (learning rate 0.001, β1= 0.9, β2 = 0.999, ε = 10E-8, decay = 0).
Furthermore, each normalized layer was used after batch normalization to optimize training, and the
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learning epoch was 100. In the results reported here, the training data and the test data were mainly
divided by the number of random seeds at a ratio of 0.8 and 0.2 in each experiment. That is, for the C.
elegans neuronal dataset, the number of training samples was 153, the number of test samples was 39;
and for the zebrafish neuronal dataset, the number of training samples was 169, and the number of test
samples was 43. Finally, the average and standard deviation of the statistical results after 10 repeated
experiments were determined as the final results of the experiment to study the classification accuracy.

Table 2. The base building block parameter settings of the LCCDNNs and FCCDNNs.

Parameter Dataset
Deep Neural Network Model

LCCDNNs FCCDNNs

Number of intermediate layers C. elegans 10 1
Zebrafish 5 10

Number of building blocks C. elegans 3 3
Zebrafish 5 5

Mini-batch size 64 64

4.2. Neuron Classification Process Analysis Based on LCCDNNs and FCCDNNs

Figures 9 and 10 show the neuron classification accuracies of the training processes using the
LCCDNN and FCCDNN models, where the red and green curves represent the average values of
neuron classification, and the red and green areas were obtained by adding and subtracting the standard
deviation values. Figure 9 shows the training process accuracy curves for classifying two kinds of
neuron datasets with LCCDNNs. As shown in Figure 9a, it can be seen that the accuracy of the test set
of the C. elegans dataset increased slowly during the whole process, and the fluctuation was larger
before 40 learning epochs before it decreased. At the end of the training, the classification accuracy
was 87.44% ± 4.09%. As shown in Figure 9b, it can be seen that the accuracy of test set of the zebrafish
dataset increased slowly during the whole process, the fluctuation decreased gradually, and the final
average accuracy was 81.16% ± 9.2%. Figure 10 shows the training process accuracy curves of the two
neuron datasets with FCCDNNs. From Figure 10a, we can see that the accuracy of the C. elegans
training set increased rapidly before 20 learning epochs, then reached a stable value, and the fluctuation
of the est set was violent during the whole training process. As shown in Figure 10b, the classification
accuracy fluctuation of the test set was concentrated to before 40 epochs in the zebrafish dataset, and
the classification accuracy was 72.33% ± 6.05%.
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According to the above results, it can be seen that when LCCDNNs and FCCDNNs are used to solve
the neuronal morphology classification problem, the constructed 3D neuron dataset has a greater impact
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on the classification accuracy. For the zebrafish dataset, the morphological structures of the different
types of neurons were more similar, so it is more difficult to classify neurons by the deep learning
model. In addition, the neurons in the dataset had more types and more complex morphological
structures, so the deep neural network model obtained a lower accuracy of neuron classification.
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4.3. Effects of LCCDNN and FCCDNN Parameters on Neuron Classification

We also examined the effects of different parameters of deep learning networks on the performance
of neuron classification including mini-batch size, number of intermediate layers, and number of
building blocks. The average value of neuron classification accuracy was obtained after 10 repeated
experiments, and the black line of the bar chart (Figures 11–16) represents the standard deviation
of accuracy.

4.3.1. Accuracy Analysis of Different Mini-Batch Size

For neural networks, a reasonable mini-batch size plays a key role in the well-trained model
results [35]. Figures 11 and 12 show the performance comparison of LCCDNN and FCCDNN models
with a different mini-batch size. In order to facilitate parallel computing, the mini-batch size in this
paper mainly used the power of 2. At the same time, considering the speed and accuracy, this paper
set the base mini-batch size to 64 and then adjusted the parameters of the model. The selected training
mini-batch sizes were 32, 64, and 128, respectively. It can be seen that LCCDNNs have a higher
classification accuracy of neurons than FCCDNNs.
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Figure 11 shows the variation in classification accuracy by using the LCCDNNs. The mini-batch
sizes were 32, 64, and 128, while the other parameter settings remained the same. For the C. elegans
dataset (Figure 11a), the accuracy of the training set was 97.25%, 98.03% and 96.14%, and the accuracy
of the test set was 82.56%, 87.43%, and 74.62%, respectively. Figure 11b shows the accuracy variation in
the zebrafish dataset with different mini-batch size, where the accuracy of the training set was 90.65%,
98.16%, and 83.96% and the accuracy of the test set was 71.86%, 81.16% and 75.58%. Figure 12 shows the
classification results of FCCDNNs. When the mini-batch size was 32, 64, and 128, the accuracy of the
test set of C. elegans was 83.08%, 83.33%, and 83.33%, and the accuracy of the test set of zebrafish was
66.98%, 72.33%, and 65.81%., respectively Therefore, when the mini-batch size was 64, the LCCDNN
and FCCDNN models had the highest classification accuracy of neurons.

4.3.2. Accuracy Analysis of Different Numbers of Intermediate Layers

Figure 13 shows the classification results with different numbers of intermediate layers by using
the LCCDNN learning model. The number of intermediate layers increased gradually, while the
other parameter settings remained the same. Figure 13a shows the neuron classification accuracy
after 100 learning epochs in the C. elegans dataset. When the number of intermediate layers was 5,
10, and 15, the accuracy of the training set was 98.24%, 98.04%, and 96.27%, and the accuracy of the
test set was 85.13%, 87.44%, and 74.10%, respectively. Therefore, when the intermediate layer is 10,
the LCCDNN model can learn with higher accuracy in the C. elegans dataset. Figure 13b shows the
learning results in the zebrafish dataset with the intermediate layers of 1, 5, and 10, where the accuracy
of the training set was 88.34%, 98.17%, and 91.72% the accuracy of the test set was 72.09%, 81.16%,
and 64.65%, respectively. From Figure 13b, we can see that the classification accuracy increased at
first, then decreased when the intermediate layer number of LCCDNNs increased, so the suitable
intermediate layer number for the zebrafish dataset was five.

Furthermore, we investigated the effect of the number of intermediate layers on the neuron
classification for the FCCDNN learning model. Figure 14 shows the change in accuracy with the
different numbers of intermediate layers, while the number of building blocks and the mini-batch
size remained the same. As shown in Figure 14a, the classification accuracy of the C. elegans
dataset decreased when the number of intermediate layers increased gradually. When the number of
intermediate layers was 1, 5, and 10, the accuracy of the training set was 97.45%, 96.34% and 95.16% and
the accuracy of the test set was 83.33%, 81.03%, and 77.95%, respectively. From Figure 14b, we can see
that the zebrafish dataset had the highest classification accuracy when the intermediate layer number
was 10, the accuracy was 94.02% in the training set, and the accuracy was 72.33% in the test set. It can
be seen that LCCDNNs have a higher classification accuracy of neurons than FCCDNNs.
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4.3.3. Accuracy Analysis of Different Numbers of Building Blocks

In this experiment, the performance comparison of different numbers of building blocks in
the LCCDNN and FCCDNN models was tested for solving the neuronal morphology classification
problem. Figure 15 shows the classification results with different numbers of building blocks in the
LCCDNNs. The number of building blocks in the deep neural network was increased, while the other
settings remained the same. Figure 15a shows the classification accuracy in the C. elegans dataset and
Figure 15b shows the classification accuracy in the zebrafish dataset. With the increase in the number
of building blocks, the classification accuracy increased. However, when the building block number
increased further, the classification accuracy decreased gradually.

Figure 16a shows the variation of FCCDNN accuracy in the C. elegans dataset, when the number
of building blocks was 3, 4, and 5, the accuracy of the training set was 97.45%, 96.86%, and 93.012%,
and the accuracy of the test set was 83.33%, 82.82%, and 80.26%, respectively. Therefore, when the
building block number is three, the FCCDNN model for the C. elegans dataset is reasonable. Figure 16b
shows the classification accuracy in the zebrafish dataset; when the number of building blocks was 4, 5,
and 6, the accuracy of the training set was 83.14%, 94.02%, and 78.34% and the accuracy of the test set
was 66.28%, 72.33% and 65.12%, respectively. It can be seen that the zebrafish dataset had the highest
classification accuracy when the number of building blocks was five.
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4.3.4. Comparison Experiment of Accuracy for Each Neuron Type

According to the above experiments, the overall classification accuracies of different types of
neurons were compared for two kinds of neuron datasets by using LCCDNNs and FCCDNNs.
To further validate the advantages of the cumulative connected deep neural networks, the accuracy
of each neuron type is analyzed in this section. The confusion matrix was used to compare the
accuracy of each neuron type for the two deep learning models in the C. elegans dataset and zebrafish
dataset. Figures 17 and 18 are the confusion matrices of the test sets for the LCCDNNs and FCCDNNs,
respectively. The values on the diagonals represent the classification accuracies of interneuron,
motoneuron, and somatic neuron for the LCCDNN model in Figure 17a and the FCCDNN model in
Figure 18a. Similarly, the values on the diagonals represent the classification accuracies of large, mitral,
output, and small neuron types in Figures 17b and 18b. The color is bluer in the matrix, so the deep
learning model had a better classification performance for the corresponding neuron type. It can be
seen that the classification accuracy of interneurons and somatic neurons in LCCDNNs was higher
than that in the FCCDNNs for the C. elegans dataset. For the zebrafish dataset, the recognition rate of
the output neuron was 100% for the two deep learning models, the classification accuracy of small
neurons by LCCDNNs was higher than the result obtained by FCCDNNs, but did not improve the
classification accuracies of large and mitral neuron types.
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4.4. Classification Performance Comparison with Other Machine Learning Methods

To verify the effectiveness of the LCCDNN model for the neuronal morphological classification
problem, we compared the following mainstream machine learning approaches: logistic regression
based on generalized linearity [8,36], naive Bayesian classifier based on prior probability estimation [10,12],
decision tree (DT) based on information entropy [37], k-nearest neighbor (KNN) [38], support vector
machine based on geometric distance [9], and long short-term memory (LSTM) network model [39].
In addition, the deep neural network models such as FCDNN and RCDNN are also used for classification
performance comparison. These learning methods are implemented using SKLEARN [32], and the
parameters of the learning methods have been tested and fine-tuned based on the recommended values
in the simulation experiments. For LR, the ‘liblinear’ solver was used, which supports the L2 penalty,
the tolerance for stopping criteria was 1e-4, the inverse of regularization strength was 1.0, the maximum
number of iterations was 100, and other parameters were the default. For NB, the variance smoothing
was 1e-09 and the other parameters were the default. For DT, the criteria = ‘gini’ and splitter = ‘best’,
the minimum number of samples required to split an internal node was two, the minimum number
of samples required to be at a leaf node was one, the threshold for early stopping in tree growth
min_impurity_split was 1e-7, and other parameters were the default. For KNN, the number of
neighbors was five, the metric was ‘minkowski’ with the power parameter of two, and the leaf size was
30. For SVM, the kernel was linear function, the penalty = ‘L2’ and loss = ‘squared_hinge’, the penalty
parameter C of the error term was 1.0, and other parameters were the default.
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Table 3 compares the classification accuracy of the LCCDNN and FCCDNN learning models
against existing classifiers for the C. elegans and zebrafish datasets. The FCDNN model had the best
effect on the C. elegans dataset with a layer parameter of 30 and a classification accuracy of 85.9% for
the test set. When the layer number was 20, the FCDNN model obtained the best classification accuracy
of 75.12% on the zebrafish dataset. For the RCDNN learning model, on the C. elegans dataset, the
use of one building block and 10 intermediate layers per building block showed the best classification
accuracy on the training set and the test set of 97.71% and 85.9%, respectively; on the zebrafish dataset,
using four building blocks and 10 intermediate layers, the best classification accuracy on the training
set and the test set was 93.79% and 78.14%, respectively. The LSTM network model has two layers and
two step sizes, and the number of neurons in each layer was 50. The LSTM’s classification accuracy on
the two neuron datasets was 68.46% and 70.47% for the test set.

Table 3. Comparison of the accuracy of the classifiers.

Dataset Classification Approach
Classification Accuracy

Training Set (%) Test Set (%)

C. elegans

LR 87.52 ± 1.0 79.23 ± 8.24
NB 80.85 ± 2.94 57.18 ± 10.54
DT 100 63.85 ± 11.50

KNN 88.04 ± 1.2 78.72 ± 4.53
SVM 94.18 ± 1.55 80.77 ± 10.76

LSTM 99.93 ± 0.21 68.46 ± 9.97
FCDNN-30 89.02 ± 9.13 81.35 ± 15.14
RCDNN-10 97.71 ± 4.19 85.9 ± 9.15

LCCDNN-30 98.03 ± 2.89 87.44 ± 4.09
FCCDNN-3 97.45 ± 4.14 83.33 ± 9.76

Zebrafish

LR 93.14 ± 1.12 74.65 ± 8.52
NB 87.63 ± 1.38 46.28 ± 16.09
DT 100 64.65 ± 11.44

KNN 88.34 ± 1.15 76.51 ± 5.95
SVM 96.27 ± 0.97 71.16 ± 8.29

LSTM 97.81 ± 0.74 70.47 ± 0.74
FCDNN-20 75.27 ± 10.21 75.12 ± 9.81
RCDNN-40 93.79 ± 6.32 78.14 ± 8.15

LCCDNN-25 98.16 ± 1.88 81.16 ± 9.2
FCCDNN-50 94.02 ± 6.06 72.33 ± 6.05

For the two datasets, the classification accuracies of the LCCDNN model were comparable to that
of the other learning methods. When LCCDNN contained three building blocks and 10 intermediate
layers per building block, the classification accuracy on the training set and the test set of the C. elegans
dataset was 98.03% and 87.44%, respectively. When the number of building blocks and the number
of intermediate layers were both five, the classification accuracy of the LCCDNN on the training
set and the test set of zebrafish dataset was 98.16% and 81.16%, respectively. It can be seen that the
classification accuracy of the LCCDNN model was higher than that of the other approaches such as the
traditional classifiers LR, NB, DT, KNN, and SVM, and the neural network models LSTM, FCDNN,
RCDNN, and FCCDNN.

5. Conclusions

The classification of neurons based on their morphological structures is an important way to
thoroughly understand brain information processing. This paper proposed a neuronal morphology
classification approach based on the LCCDNNs. We first constructed two 3D neuron datasets including
the C. elegans and zebrafish datasets, and 43 geometric features were extracted to classify the types of
neurons. Then, by using the theory of the residually connected deep network model, we proposed two
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cumulative connected deep neural networks, the LCCDNN and FCCDNN. Finally, the proposed deep
learning networks were applied to a 3D neuron classification problem. In the experiments, through the
analysis of the influence of relevant parameters, the performance of the better model was obtained.
We also compared the classification performance of the LCCDNN approach with other mainstream
machine learning approaches, which can learn and classify effective features for two different animal
neuron datasets. However, these morphology-based classification approaches largely rely on the
feature extraction and selection techniques of neuronal spatial structures, so a lot of useful information
for neuronal classification may be lost. Future research will be based on 3D neuron data without
feature extraction to study the classification of neurons.
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