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Abstract

:

Featured Application


A proposed smart manufacturing system has the ability to adapt to manufacturing changes.




Abstract


The complexity and dynamic of the manufacturing environment are growing due to the changes of manufacturing demand from mass production to mass customization that require variable product types, small lot sizes, and a short lead-time to market. Currently, the automatic manufacturing systems are suitable for mass production. To cope with the changes of the manufacturing environment, the paper proposes the model and technologies for developing a smart cyber-physical manufacturing system (Smart-CPMS). The transformation of the actual manufacturing systems to the Smart-CPMS is considered as the next generation of manufacturing development in Industry 4.0. The Smart-CPMS has advanced characteristics inspired from biology such as self-organization, self-diagnosis, and self-healing. These characteristics ensure that the Smart-CPMS is able to adapt with continuously changing manufacturing requirements. The model of Smart-CPMS is inherited from the organization of living systems in biology and nature. Consequently, in the Smart-CPMS, each resource on the shop floor such as machines, robots, transporters, and so on, is an autonomous entity, namely a cyber-physical system (CPS) which is equipped with cognitive capabilities such as perception, reasoning, learning, and cooperation. The Smart-CPMS adapts to the changes of manufacturing environment by the interaction among CPSs without external intervention. The CPS implementation uses the cognitive agent technology. Internet of things (IoT) with wireless networks, radio frequency identification (RFID), and sensor networks are used as information and communication technology (ICT) infrastructure for carrying out the Smart-CPMS.







Keywords:


industry 4.0; smart manufacturing system; internet of things; cyber-physical system; cognitive agent












1. Introduction


Fully automated control systems as the flexible manufacturing systems (FMSs) widely applied to mass production can reach the requirements of productivity and quality of products [1]. The FMSs activate the automatic operations using pre-instructed programs. Therefore, these FMSs have difficulty reaching the requirements of flexibility, adaptability, and reliability. The manufacturing systems operated by human workers with cognitive capability such as perception, learning, and reasoning to make a decision can satisfy these requirements. However, the practical applications of these systems are low due to the high production costs as well as only being suitable for the production of prototypes or small lot sizes. So, it is necessary to integrate cognitive capability to the FMSs to achieve the biology inspired FMS systems with advanced characteristics [1,2,3].



Currently, manufacturing demands are changing from mass production to mass customization, which is focused on exclusive and individualized demand [2,3]. This trend requires the manufacturing systems to have the ability to adapt to the fast change of the manufacturing environment. To face this challenge, the new trend of manufacturing system development is to apply autonomous behaviors inspired from living systems and nature to have the sustainable manufacturing systems. Industry 4.0 enables the realization of sustainable manufacturing using the ubiquitous information and communication technology (ICT) infrastructure [4]. National strategies for developing smart manufacturing systems are focused on by both developing and developed countries [5,6]. The development of manufacturing not only considers technological innovations but also economic, social and environmental effects [4,7]. In the literature, many novel paradigms known as intelligent manufacturing systems (IMS) [8,9,10,11,12,13,14,15] have been proposed such as holonic [16], biological [17], reconfigurable [18], and cloud manufacturing systems [19].



In the manufacturing field, Industry 4.0 is characterized by the autonomous systems with cyber and physical representation [20,21,22] and advance in ICT [23] such as cloud computing [24], internet of things (IoT), internet of service (IoS) [25,26,27,28,29], agent technology [30,31,32,33,34,35], cognitive technology [36,37], big data [38,39], data mining [40,41], and artificial intelligence [42,43,44,45,46,47]. Smart manufacturing systems (SMS) built with intelligent cyber-physical systems (CPSs) are the heart of the fourth industrial revolution [21,48]. SMS aim at improving the levels of intelligence and autonomy due to the CPSs for adapting to the manufacturing changes. Industry 4.0 is expected to generate new business models, as well as increase the efficiency of manufacturing processes in which CPS based SMS can react flexibly to changes [49]. SMSs have autonomic self-characteristics such as self-configuration, self-monitoring, and self-healing [9,10,13].



The paper presents a smart cyber-physical manufacturing system (Smart-CPMS) for adapting to the manufacturing changes. The Smart-CPMS has the advanced characteristics as follows:




	
Each element in the Smart-CPMS is an autonomous entity equipped with the cognitive capabilities such as perception, reasoning for making a decision, communication, and cooperation. Each CPS has the ability to make a decision autonomously;



	
Improving the component and system level in intelligence and autonomy of the current FMS;



	
The Smart-CPMS has the ability to adapt to the manufacturing changes in short and immediate times.








The contribution of this research is to develop a Smart-CPMS for adapting the manufacturing changes in an autonomous and intelligent way. For realizing the Smart-CPMS, ICT infrastructure and artificial intelligence techniques are proposed. The functionalities of the Smart-CPMS such as self-adjustment and negotiation of machines in the network are proven.



The remainder of the paper is organized as follows. The models of the current manufacturing systems are analyzed in Section 2. Section 3 describes a model of the proposed Smart-CPMS. The functionality of the proposed system was tested on the testbed as shown in Section 4. Section 5 shows an example for applying the Smart-CPMS to the real machine. Research results and discussion are shown in Section 6. Finally, some conclusions and future work are given in Section 7.




2. Related Works


New paradigms in the manufacturing field inspired from biology and nature have been proposed in the literature such as genetic manufacturing system (GMS) [50], biological manufacturing system (BMS) [17], reconfigurable manufacturing system (RMS) [18], holonic manufacturing system (HMS) [16,30], evolvable manufacturing system (EMS) [51,52], cloud manufacturing system (CMfg) [19], cognitive manufacturing system (CMS) [1,3,37], and autonomous manufacturing system (AMS) [53]. These manufacturing systems are known as intelligent manufacturing systems (IMS) with ideas inspired by the living systems in biology and nature. IMSs show the transformation of manufacturing system from automation to autonomy which enables the IMS to adapt the manufacturing changes [54]. GMS and BMS are inspired by nature in which the manufacturing systems are considered as the biological organisms. In the GMS [50], the information classification of manufacturing systems is based on the information types of biological organisms including genetic information and knowledge information. The genetic information relates to the data about process planning. The rules for carrying out the process planning are classified into the knowledge information, which can be improved. If the GMS focuses on the information classification for data management, the BMS focuses on the technology for realizing the distributed control with the agent technology, as well as the method of reinforcement learning to improve the knowledge information. In the HMS, elements of the manufacturing system are considered as holons including the product, task, operation, and supervisor holons. The HMS adapts to the manufacturing changes due to the cooperation of holons under management of the supervisor holon [16]. The RMS enables the rapid adjustment of production capacity as well as adaptation to order changes due to the modular components of machines in the manufacturing system. The modular oriented architecture of the RMS requires reconfigurable hardware and advancements in control technique to satisfy the hardware changes. The paradigm of an evolvable manufacturing system was proposed by researchers Frei et al. [51,52]. However, this research has been focused on reconfigurable ability of the manufacturing system. The EMS not only considers the adaptation of the system due to the modularization characteristic of each element in the system but also the evolution of the system with self-characteristics due to applying the advance of information technology and artificial intelligence [55]. For sharing the manufacturing resources, the internet of things, internet of service, and cloud computing are applied as backbone technologies for realizing the CMfg [27]. Cognitive abilities from living systems are applied for elements in CMS in which the cognitive model inspired from human beings and ICT infrastructure are applied to equip the manufacturing system with autonomous behaviors [43,56,57,58]. Behzad et al. [8] have reviewed the evolution and future of manufacturing in which they emphasize that big data technologies are changing from data collection to data analyses which transform the traditional manufacturing systems to the new manufacturing paradigms such as smart manufacturing, cloud manufacturing, social manufacturing, knowledge driven manufacturing, and cyber-physical system based manufacturing. The new IMS are based on integration of software and embedded intelligence. In the context of Industry 4.0, Ray et al. [15] proposed key technologies such as IoT, CPS, cloud computing, big data analytics, and ICT for implementing the IMS. Study on industrial IoT is to provide a variety of benefits to smart manufacturing system (SMS) [29]. However, security and data privacy issues still are major challenges of realizing IoT [59,60].



At the system level, a hierarchical framework of manufacturing for Industry 4.0 is proposed with integrating the intelligence level with automation level [61]. For implementation, the service oriented architecture (SOA) on smart manufacturing utilities for identification, data access and control was proposed [62]. At the machine level, machine tools play an important role in SMS. Intelligent machines with cognitive capabilities were proposed [37,63,64]. The machines can communicate with each other [65], as well as enable the management of machine health [66], and to monitor the machining condition [67,68,69,70,71,72]. The new trend is to change the machine from an automatic system to an autonomous system such as CPS [73,74,75,76]. The agent technology is a key technology for realizing the autonomous behaviors of CPS [55,77,78,79]. For improving the autonomous characteristics and intelligence of agents, architectures of cognitive system [3,56,58,80] have been studied and intelligent agents, namely cognitive agents, are proposed [81]. Currently, application of cognitive agents in a smart grid have been applied and shown efficiently [57,82]. The above-mentioned concepts more or less show autonomous characteristics. However, these concepts focus on the data model architecture and network communication. The integration of human experience in manufacturing towards smart machines is widely missing [83]. This can be achieved by applying bio-inspired technologies such as cognitive technology, agent technology, and swarm intelligence, as well as advanced technology for communication environments as ubiquitous technology [33,35,42,55,82]. Inheriting the advances of the proposed IMSs, this research focuses on development of a smart CPS machining system in which cognitive agent, RFID system, sensor network, and wireless network are applied for carrying out the autonomous behaviors of the machining system. Intelligence of the SMS, such as reasoning to make a decision, was carried out by using artificial intelligence techniques.




3. Proposed Model of Smart Manufacturing


The model of the manufacturing system called smart cyber-physical manufacturing system (Smart-CPMS) is shown in Figure 1. One of the greater trends of manufacturing is individualized products. This asks for more customized products, shorter product life cycles, best quality and lower prices. In addressing these requirements, manufacturing systems need to be equipped with advanced characteristics for adapting to manufacturing changes [16]. The Smart-CPMS has the ability to answer quickly and correctly to changes of the manufacturing environment without external interventions.



On the management level, customers order their products using the head mounted display with automatic guides for choosing the product characteristics in the digital studio. Then, the product information is sent to the design process and process planning department to generate the scheduling for manufacturing the product on the shop floor. In this phase, evolutionary algorithms inspired from biology such as genetic algorithm, ant colony optimization, and so on are used to generate the optimal process planning. Numerous research has addressed optimization problems on the management level using methods such as holonic execution manufacturing systems and agent-based dynamic scheduling. In Smart-CPMS, internet of service (IoS) is used efficiently for sharing tasks from design to generating the process planning.



On the shop floor level, the Smart-CPMS is considered as a cooperation in IoT [28,29] among smart cells for carrying out tasks. Each smart cell includes CPSs. CPS is an autonomous entity which can control itself in adapting to the changes as well as cooperating with other CPSs to finish the process planning. A cyber-physical system consists of a controlled physical device and a cyber component [48,55,75].



A CPS has autonomous and intelligent behaviors [76]. Cognitive agent technology enables the realization of autonomous behaviors of CPS such as perception and action [31,32,35,77,78,79]. Intelligent behaviors such as learning and reasoning to make a decision are carried out by using artificial intelligence. Ubiquitous technology is applied to machines so the machine can be controlled and monitored in real-time [24,39,84].



Human–machine interface (HMI), smart phone, and personal digital assistant (PDA) are used for interfacing the machine with workers. ICT infrastructure such as manufacturing execution system (MES), enterprise resource planning (ERP) [85], wireless network, RFID system [86], and sensor network [87] enables the CPS to capture its status as well as to communicate with other CPSs. Cognitive agent is a computer program with self-characteristics [88]. Model of a cognitive agent based CPS is shown in Figure 2 with core modules such as perception, decision, knowledge, communication, and control. The perception module is charge of getting and diagnosing the status of the physical part from sensors. The cyber part makes a decision according to the delivered status. Knowledge based reasoning mechanism for making the decision uses the artificial intelligence. The control module of the cyber part is responsible for sending new plan such as the new cutting parameters for machining process or requirement for cooperating with other CPSs. The communication module is charge of interacting with other CPSs as well as HMI, and PDA devices [63,66,74,75].




4. Implementation of Smart Cyber-Physical System


The testbed model is shown in Figure 3 for testing the behaviors of the CPS based on cognitive agents. Cognitive agents were installed in the personal computer (PC). The system considered as the machining system had three PLCs (programmable logic controllers), an RFID system, a transporter system, and a manufacturing execution system (MES). MES and cognitive agents communicated through the BuffaloTM Ethernet converter devices. Three switches were used as the devices for generating the disturbances.



The detailed description of one CPS is shown in Figure 4. An RFID system connected with PLC by RS232 cable was used for reading and writing the work-piece information. Figure 4 also shows that the message architecture for communicating between RFID reader and PLC with the end of message was byte CRC (cyclic redundancy check). PLC connects to the PC through the internet cable. This CPS connected to other CPSs through wireless connection by using the BuffaloTM Ethernet converter. In the normal case the PLC activated the green light when the work-piece information was sent to the machine agent on the PC. If the disturbance was inputted (turning on the switch), the red light and alarm were turned on. In this case, the machine agent generated a new plan or cooperated with other machine agents in the system.



4.1. Communication Protocol


The diagram of communication among devices on the testbed shown in Figure 5 is explained as follows:




	
Communication protocol between a RFID tag attached on the work-piece and the RFID reader was UHF: ISO18000-6C (Gen2) following the standard for RFID ThingmagicTM devices;



	
Communication protocol between the RFID reader and PLC was wire with one side connecting with the RFID reader via USB, another side connecting with PLC S7-300 via RS 232;



	
The “disturbance input” device connected with PLC via the digital input (DI) module of PLC;



	
The alarm lights connected with PLCs by wire via CP 341-RS232C of PLCs;



	
The PLC connected to PC via wire Ethernet;



	
Communication among PCs, and PC with MES was via wireless Ethernet using BuffaloTM Ethernet converter devices.









4.2. Automation Level of the Testbed in the Case of Normal Status


In order to activate the testbed, the PLC programs were used. Figure 6 shows the operation mechanism of the system in the case of normal status. The control program was generated according to the operation sequence, and the I/O diagram of PLCs. A scenario of machining process was applied for testing the functionality of the CPS on the testbed. Machining tasks including turning, drilling, and milling were carried out on three machines with the processing time of 4, 2, and 5 min, respectively.



The PLC programs for executing the testbed were generated using Simatic Step 7TM software. The algorithm 1 for generating PLC program in case of normal status of the system is given as follows:





	Algorithm 1 Generating PLC program in case of normal status of the system



	1: Turning process for work-piece #1;



	 Setup time to start: t0;



	 If ts[1]=t0 then



	   ● Starting the turning process for work-piece #1 at PLC #1: turn on (green light);



	  if tf[1]=t0+4 then



	   ● Finishing the turning process for work-piece #1 at PLC #1: turn off (green light);



	  end if;



	2: Turning process for work-piece [i];



	 For W[i] (i=2 to n)



	 if ts[i]=tf[i − 1]+1 then



	   ● Starting the turning process for work-piece[i] at PLC #1: turn on (green light);



	   if tf[i]=ts[i]+4 then



	   ● Finishing the turning process for work-piece[i] at PLC #1: turn off (green light);



	  end if;



	 end if;



	3: Drilling process;



	 For j=1 to n



	 if ts[j]=tf[i]+1then



	   ● Starting the drilling process for work-piece[i] at PLC #2: turn on (green light);



	   if tf[j]=ts[j]+2 then



	   ● Finishing the drilling process for work-piece[i] at PLC #2: turn off (green light);



	   end if;



	  end if;



	4: Milling process;



	  For k=1 to n



	  if ts[k]=tf[j]+1 then



	   ● Starting the milling process for work-piece[i] at PLC #3: turn on (green light);



	   if tf[k]=ts[k]+5 then



	   ● Finishing the milling process for work-piece[i] at PLC #3: turn off (green light);



	   end if;



	  end if;



	 Else



	   ● The alarm is turned on: turn on (red light);



	End If.







4.3. Automation Level of the Testbed in the Case of Disturbance Status


Figure 7 shows the operation mechanism and PLC program of the system in the case of disturbance status. The testbed had three “disturbance input” devices and five disturbance types for each device so that 15 disturbance types were tested in this testbed. The algorithm 2 for programming PLC in case inputting disturbances is as follows:





	Algorithm 2 Programming PLC in case inputting disturbances



	1: Inputting disturbance on PLC;



	 For i=1 to 5



	   ● n[i]: number of inputted disturbances at PLC#1;



	 If exist (i) and n[i]=1 then turn on (red light);



	   ● In KepserverOPC the value disturbance item equals 1: send (signal);



	 Else



	2: Normal status of the PLC #1;



	 turn on (green light);



	   ● Getting the value of item from KepserverOPC;



	 if the machine agent requires to turn on the green light then get (value);



	 turn on (green light);



	 end if;



	End If.







4.4. Cyber Level of a Cognitive Agent Based CPS


Artificial intelligence is applied for equipping the CPS with intelligent behaviors as reasoning to make a decision as well as cooperating with other CPSs using swarm intelligence [46,47,89]. In case a disturbance happens to the devices, the corresponding agent used the following detailed algorithm to make a decision according to the disturbance type. Recovery methods included non-negotiation, negotiation, and rescheduling. In non-negotiation, the machine overcomes the disturbance by itself, applicable to disturbances which require a short time to recover. Otherwise, the machine needs to cooperate with other machines to find the appropriate machine for carrying out its work or rescheduling. For negotiation among CPSs to find out the appropriate CPS for carrying out the task, pheromone value inspired from ant colony is applied [89].



The machine agent makes a decision according to the disturbance type and recovery method. The algorithm 3 for making a decision of the machine agent as shown in Figure 8 is given as follows:





	Algorithm 3 Making a decision of the machine agent



	1: Machine agent predicts the disturbance;



	 Loop



	   ● Machine agent gets the disturbance information: disturbance (input);



	   ● Machine agent searches the disturbance type in database: search (disturbance ID);



	 If disturbance (type) then



	2: Rescheduling



	 Case 1: If type A: disturbance having the recovering time more than one hour then



	   ● Machine agent requires MES for rescheduling: send (message);



	 End If;



	3: Non-negotiation



	 Case 2: If type B: disturbance belongs to the non-negotiation group then



	   ● Machine agent finds the solution to overcome the disturbance: search (solution);



	   if existing the solution then



	   ● Machine agent overcomes the disturbance by itself: activate (task);



	   else



	   ● Machine agent cooperates with other machine agents to overcome the disturbance: send (message);



	   end if;



	 End If;



	4: Negotiation



	 Case 3: If type C: disturbance belongs to the negotiation group then



	   ● Machine agent cooperates with other machine agents to overcome the disturbance: send (message);



	   if existing the appropriate machine agent for carrying out the task then



	   ● The selected machine agent cooperates with the work-piece agent and the transporter agent for carrying out the task: activate (task);



	   else



	   ● Machine agent requires MES for rescheduling: send (message);



	   end if;



	   End If;



	   Else



	   ● Machine agent learns and diagnoses the new disturbance: learn and diagnose (disturbance);



	   ● Machine agent updates the new disturbance to the database: update (disturbance);



	   End If;



	End Loop.







4.5. Database Design


To design a database, the data fields and types are pointed out in Figure 9 and Figure 10 . Figure 9 shows the data relating to resources, their disturbances, and recovery methods. Tasks carried out on the machines as well as process information of these tasks are shown in Figure 10.




4.6. Implementing Functions of CPS


4.6.1. Perception


The agent recognized the status of the system through the signal from PLC by using the OPC Server (KEPServerEx Software) as shown in Figure 11. OPC Automation is a protocol for connecting KEPServerEx (OPC Server) to C# application (OPC Client). According to the disturbance inputted (switch on/off), the agent used the “search” method that is SQL query to match the disturbance database with the disturbance inputted.




4.6.2. Self-Adjustment


The agent had the ability to overcome the disturbance by itself. Self-adjustment when experiencing tool-wear is one example for this kind of functionality of the agent. It is assumed that we know the other cutting conditions (Process ID =2) that are used to replace the current cutting conditions (Process ID =1). The information was stored in the processing information database as shown in Figure 10 in which feed rate, spindle speed, and dept of cut are supposed. To apply to practice, this data was updated by using the neural network to have exactly the cutting parameters in proportion to the amount of tool-wear.




4.6.3. Negotiation


For negotiation, the connection between server and clients (machine agents) was established through socket programming. Communication among clients and server with clients were carried out through sending and receiving messages. The structure of XML message is shown as follows:




	
Name of operation: <TaskName>Turning</TaskName>;



	
Name of material: <Material>Steel</Matrial>;



	
Name of product: <Product>Clutch Housing</Product>;



	
Machining parameters: <SpindleSpeed>500</SpindleSpeed>; <FeedRate>50</FeedRate>; <DeptOfCut>1.5</DeptOfCut>.










4.7. The Developed Agent System


The MES system was installed on the server. Functional agents were installed on PCs. The screenshot of the MES system is shown in Figure 12, in which the MES system obtained the process planning of the order from the upper level (ERP), and then dispatched this process information to the machines on the shop floor through the agent ID. The processing status on the shop floor was updated to the MES through the feedback from PLCs. The screenshot of the functional agent is shown in Figure 13. The interaction of agents was done by the message processing.




4.8. Response Time of the System in the Case of Disturbance


The response time of the system in the case of disturbance (TR) was less than three seconds. Figure 14 and Figure 15 describe how to calculate the response time that included the data transferring time from MES to PC, from PC to PLC, and from PLC to the controlled device. Figure 16 shows the experimental results in case of non-negotiation and negotiation. The experimental results showed that the developed system overcame disturbances successfully which belonged to the non-negotiation or negotiation type. In non-negotiation, the average of response time in ten experimental results was 1.54 s. In negotiation, the average of response time in ten experimental results was 2.33 s.





5. Practical Application to the Real Machine


Monitoring the machining status is very important in managing the machined part quality during the machining process [27,67,68,69,70,71,72]. For applying the proposed CPS concept to areal case in manufacturing field, the self-adjusting cutting condition on a high-speed machining machine was focused on.



Figure 17 shows the disturbance classification by which the disturbances were sorted into internal and external disturbances. External disturbances related to an order change or the supplier. Other disturbances such as tool wear, incorrect process and so on relate to physical system, process, and service. These disturbances were recognized by their symptoms which are used for developing the rules or reasoning mechanism in prediction for CPS to find out the disturbance. According to the disturbance classification, the database for CPS including information such as resource, disturbance, and recovery method for each disturbance respectively were developed.



In the machining system, each machine was controlled by the corresponding machine agent as shown in Figure 18. To realize the perception function, the KEPServerExOPC was used to collect data on the shop floor. The disturbances such as the high temperature of oil or cooling system could be recognized directly through the change of data value assigned in the OPC data. Some disturbances required the use of pattern recognition algorithms such as artificial neural network (ANN) to recognize the disturbance. In this case, the perception module was extended to diagnose the disturbances.



Experimental study was carried out. Contour profile milling by flat end mill tool without coolant was done on the high-speed vertical machining center-HS Super TC500 as shown in Figure 18. The work-piece was AISI 1043 carbon steel because this is a common material for mechanical engineering. The cutting tool selected was TiAlN-Sandvik, flat end mill, diameter = 20 mm, four teeth. Based on the theoretical study of the high-speed cutting process and the factors affecting the machining response, the experiments were carried out with the input cutting parameters as follows:




	
Cutting speed on the high-speed milling machine v (m/min);



	
Radial cutting depth ar(mm);



	
Axial cutting depth (ap): 10 mm;



	
Feed rate f (mm/min).








According to experimental planning, the ranges of input cutting parameter are as follows: 370 ≤ v ≤ 595 (m/min); 2357 ≤ f ≤ 3790 (mm/min); and 0.1 ≤ ar≤ 0.95 (mm).



During machining process, cutting tool wear directly impacts surface roughness and is a key factor in determining whether the machined parts meet specifications. So, determining the amount of tool wear is very important and necessary. Currently, cutting parameters such as cutting depth, cutting speed, and feed rate are optimized before machining. This optimization method is called static optimization. Static optimization generates optimal cutting parameters using a static model of the machining process. A disadvantage of this method is that it does not consider dynamics of the cutting process. After generating the optimal cutting parameters, these parameters are used for the machining part on the machine tool. During the machining process, these parameters cannot be adjusted.



This research proposes the optimizing control of CPS during the machining process in order to ensure the quality of the machined part. This approach is called a dynamic optimization. Different to static optimization, the dynamic optimization enables the generation of the new cutting conditions in consideration of the current state of the machining process, such as tool-wear. Then, the new optimal cutting condition will be sent to the machine tool to ensure the quality of the machined part in the allowed limit.



In this research we used the artificial neural network with back-propagation algorithm (BPNN) for predicting the tool-wear as shown in Figure 19 with the experimental values of input parameters described in Table 1.



Figure 20 shows the neural network configuration and training parameters for predicting the tool wear. In the input layer, cutting force, feed rate, depth of cut, processing time, cutting speed and initial tool-wear are input neurons in which the initial tool-wear was assumed zero for the fresh tool. The force sensor was attached on the machine table for getting the value of cutting force. The values of cutting conditions such as feed rate, depth of cut and cutting speed, as well as the processing time were from the process planning for machining the product. Table 2 shows an example for predicting the tool-wear.



To keep the quality of the machined part in consideration of the predicted tool-wear, if the amount of the tool-wear was out of the allowance limitation, the system required replacement of the cutting tool, otherwise the new cutting parameters were determined using another artificial neural network. Figure 21 shows the network configuration for generating the optimal feed rate. The depth of cut, the cutting speed and the amount of tool-wear were input values in the input layer. Table 3 shows the result of generation of the optimal feed rate.




6. Results and Discussion


The adaptation of a manufacturing system to disturbances is the ability to respond rapidly and to recover autonomously, which keeps the manufacturing system running and avoids it from stopping completely. However, conventional manufacturing systems such as the flexible manufacturing system (FMS) and computer integrated manufacturing (CIM) are unable to adapt to the complexity and the dynamic of the manufacturing environment. These systems activate the automatic operations using the pre-instructed programs, and they should be stopped to re-program and re-plan in the case of disturbances. These characteristics reduce the flexibility of the systems and increase the downtime. In Section 4 “Implementation of Smart Cyber-Physical System”, we implemented a test-bed in the laboratory to demonstrate the functionalities of the proposed system. By applying the cognitive agent and swarm intelligence for development of the cyber-physical systems at the cyber level, intelligent and autonomous behaviors of components in the current FMS were improved. So, the proposed Smart-CPMS has the ability to adapt to the manufacturing changes in short and immediate times. In Section 5 “Practical Application to the Real Machine”, we developed a CPS for getting the consistent quality by self-adjusting cutting condition on the high-speed machining machine in consideration of the tool-wear.



In comparison to the IMS concepts, our proposed concept shows several strengths. The flexibility of the system is improved by using CPSs with advanced characteristics such as self-decision making, self-adapting control, and cooperation. Smart-CPMS enables an increase in the robustness of the system by avoiding centralized control and show potential for implementing autonomous behaviors by flexible ability in decision making.




7. Conclusions


7.1. Research Contribution


The development of a smart manufacturing system based on the cyber-physical systems (CPS) for adapting manufacturing changes in an autonomous and intelligent way is the new contribution of this research. To enable the applicability of human cognitive behaviors to overcome the disturbances within the machining system, artificial cognition is equipped for the CPS by using cognitive agent technology. This technology is combined from the agent technology and the cognitive technology. Cognitive agents enable the CPS to have autonomous characteristics such as perception, communication, and self-control. To have the intelligent behaviors such as reasoning knowledge to make a decision, learning to upgrade their knowledge artificial intelligence is applied to cognitive agents. Algorithms for making a decision as a neural network and for cooperating as an ant colony are applied efficiently for cognitive agents. The functionalities of the CPS are proven in the testbed. An application of CPS for self-adjusting the cutting condition in consideration of tool quality was carried out on the machine tool. The CPSs with autonomous and intelligent characteristics built from cognitive agents and ICT infrastructure enable the development of smart manufacturing systems in Industry 4.0.




7.2. Limitations and Suggestions for Future Research


The model of the smart cyber-physical manufacturing system (Smart-CPMS) is proposed as shown in Figure 1 with integration of management level and shop floor level. However, in this research, we focus on solutions at the shop floor level such as cooperation in IoT among smart cells for carrying out tasks. Each smart cell includes cyber-physical systems (CPSs) which can control themselves for adapting to the changes as well as cooperate with other CPSs for finishing the process planning.



Study on the management level with applying internet of service (IoS) as well as integration of the management level with shop floor level for a total solution of the Smart-CPMS is considered as the future research direction. Applications of the proposed Smart-CPMS in practice, considering other factors which affect product quality as well as the different weightings of manufacturing criteria also need to be carried out.
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Figure 1. Model of a smart cyber-physical manufacturing system. 
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Figure 2. Model of a smart cyber-physical system. 
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Figure 3. Testbed model with the smart cyber-physical system. 
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Figure 4. Testbed architecture of a smart cell. 
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Figure 5. Analyzing communication protocols of devices. 
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Figure 6. Generating programmable logic controller (PLC) program of the system in the case of normal status. 
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Figure 7. Generating PLC program of the system in the case of disturbance status. 
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Figure 8. Algorithm for agent to make a decision. 
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Figure 9. Data field and type of resources and their disturbances. 
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Figure 10. Data field and type of task. 
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Figure 11. Data collection from PLC using KEPServerEx. 
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Figure 12. Screenshot of the manufacturing execution system (MES). 
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Figure 13. Screenshot of machine agent. 
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Figure 14. Response time of the system in the case of non-negotiation. 
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Figure 15. Response time of the system in the case of negotiation. 
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Figure 16. Experimental results about the response time of the system. 
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Figure 17. Disturbance classification. 
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Figure 18. Machine tool controlled by the machine agent. 
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Figure 19. Back propagation algorithm for ANN. 






Figure 19. Back propagation algorithm for ANN.



[image: Applsci 09 03325 g019]







[image: Applsci 09 03325 g020 550]





Figure 20. Model for predicting the tool wear. 
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Figure 21. Model for generating the optimal feed rate. 






Figure 21. Model for generating the optimal feed rate.



[image: Applsci 09 03325 g021]







[image: Table]





Table 1. Experimental values of input parameters.
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	Experiment No.
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11





	Cutting Speed v (m/min)
	370
	95
	370
	95
	370
	595
	370
	595
	495
	495
	495



	Feed Rate f (mm/min)
	2357
	357
	3790
	3790
	2357
	2357
	3790
	3790
	3153
	3153
	3153



	Cutting Depth ar(mm)
	0.1
	0.1
	0.1
	0.1
	0.95
	0.95
	0.95
	0.95
	0.6
	0.6
	0.6
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Table 2. Prediction of the tool wear.
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	Test
	Cutting Force (N)
	Feed Rate (mm/min)
	Depth of Cut (mm)
	Processing Time (min)
	Cutting Speed (m/min)
	Initial Tool Wear (mm)
	Actual Tool Wear (mm)
	Predicted Tool Wear (mm)
	Error (%)





	1
	214.90
	2357
	0.1
	3.5
	370
	0
	0.017
	0.06
	5.88



	2
	172.26
	2357
	0.1
	3.5
	595
	0
	0.039
	0.037
	5.12



	3
	272.68
	3790
	0.1
	5.4
	370
	0
	0.051
	0.049
	3.92



	4
	618.07
	2357
	0.95
	8.7
	595
	0
	0.102
	0.099
	2.94



	5
	831.50
	3790
	0.95
	13
	370
	0
	0.161
	0.155
	3.72



	6
	653.19
	3790
	0.95
	13
	595
	0
	0.267
	0.260
	2.62
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Table 3. Generation of the feed rate.






Table 3. Generation of the feed rate.





	Test
	Cutting Speed (m/min)
	Amount of Tool Wear (mm)
	Depth of Cut (mm)
	Initial Feed Rate (mm/min)
	Generated Feed Rate (mm/min)
	Error (%)





	1
	595
	0.057
	0.10
	2357
	2345
	0.51



	2
	595
	0.058
	0.30
	2500
	2485
	0.60



	3
	595
	0.065
	0.60
	3250
	3242
	0.25



	4
	595
	0.075
	0.95
	3790
	3757
	0.87



	5
	595
	0.064
	0.70
	3400
	3344
	1.64



	6
	595
	0.067
	0.80
	3600
	3546
	1.50
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