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Featured Application: The main contribution of this study is the development of a novel concept
of a rehabilitation robot for stroke, helping to close the neuro-feedback loop. To facilitate
neuroplasticity, a vision-assisted control algorithm was implemented to meet user-intent.

Abstract: In the context of stroke rehabilitation, simple structures and user-intent driven actuation
are relevant features to facilitate neuroplasticity as well as deliver a sufficient number of repetitions
during a single therapy session. A novel robotic treatment device for distal upper limb rehabilitation
in stroke patients was developed, and a usability test was performed to assess its clinical feasibility.
The rehabilitation robot was designed as a two-axis exoskeleton actuated by electric motors, consisting
of forearm supination/pronation and hand grasp/release, which were selected based on a kinematic
analysis of essential daily activities. A vision-assisted algorithm was utilized for user-intent extraction
in a human-in-the-loop concept. A usability test was performed on six physiatrists, five biomedical
engineers, five rehabilitation therapists, two chronic stroke patients, and two caregivers of the patients.
After sufficient instruction, all subjects tested the robot for a minimum of 10 min and completed the
evaluation form using a 7-point Likert scale. The participants found the device interesting (5.7 ± 1.2),
motivating (5.8 ± 0.9), and as having less possibility of causing injury or safety issues (6.1 ± 1.1);
however, the appropriateness of difficulty (4.8 ± 1.9) and comfort level (4.9 ± 1.3) were found to be
relatively low. Further development of the current device would provide a good treatment option as
a simple, low-cost, and clinically feasible rehabilitation robot for stroke.
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1. Introduction

The high incidence of stroke [1] and the recent trend toward developing rehabilitation robots
have led to the development of several types of rehabilitation robots [2]. Over the past few years, there
have been considerable improvements in neurorehabilitation robotics. However, not many types of
neurorehabilitation robots have entered the developmental stage for large-scale randomized controlled
clinical trials, nor have they been widely commercialized. Part of the reason for this would be the
regulation issues pertaining to medical devices; however, a more important factor could be a lack
of sustainable motivation to practically achieve sufficient “task-specific high repetition” throughout

Appl. Sci. 2019, 9, 3106; doi:10.3390/app9153106 www.mdpi.com/journal/applsci

http://www.mdpi.com/journal/applsci
http://www.mdpi.com
https://orcid.org/0000-0002-2210-7170
https://orcid.org/0000-0001-7342-6190
https://orcid.org/0000-0001-6904-7542
https://orcid.org/0000-0002-9318-849X
http://dx.doi.org/10.3390/app9153106
http://www.mdpi.com/journal/applsci
https://www.mdpi.com/2076-3417/9/15/3106?type=check_update&version=2


Appl. Sci. 2019, 9, 3106 2 of 12

the long-term rehabilitation process [3–5]. From a clinical perspective, it is undeniable that more
task-specific repetition of the paralyzed extremity would lead to better recovery in patients with
limb paralysis caused by central nervous system (CNS) injuries or disorders. In fact, most of the
rehabilitation robots focus on providing high repetitions and maintain motivation by applying virtual
reality or gamification factors, such as providing disturbance during desired movements [6–10]. Robots
that are developed as assistive devices, which interact with real objects, would primarily provide
ultimate task-specific movements [11–14].

In general, electromechanical devices and robots for upper limb rehabilitation are classified
into three major categories: Grounded end-effector robots, grounded exoskeletons, and wearable
exoskeletons [8,15]. Grounded end-effector type robots are relatively simple in structure. These robots
usually let the patients hold a handle with their hands and the handle generates power according to its
trajectory and direction. The joint of the robot does not correspond with human anatomical structure;
therefore, there are various types of end-effector robots [16]. InMotion is the most representative type of
the end-effector type robot [17]. End-effector robots are generally not in a wearable form; therefore, they
are mostly fixed or grounded in one space and are mainly used in the clinics. Grounded exoskeletons
have a structure in which the robot joints correspond to human joints [16]. These types of robot are
generally large and expensive, and they are usually fixed in space, which makes them only usable in
occupational therapy rooms in hospitals. Armeo series exoskeleton robots are the most representative
exoskeletons [18]. Wearable exoskeletons are similar to grounded exoskeletons in structural concept,
however, they require a light-weight to be portable. This type usually falls into the assistive device
category and include a robotic interface, mostly in hand exoskeleton form, for interaction with real
objects. Examples of this type are Gloreha and Hand of hope [13,19]. Another type of upper limb
rehabilitation robot could be arm support devices [10,20,21]. While it is not clear whether either type
of rehabilitation robot is better than another, numerous systematic reviews and meta-analyses showed
conflicting results on the efficacy of robot-assisted arm rehabilitation [2,15]. There is growing evidence
that robot-assisted training improves both muscle strength and functional abilities, however, whether
the amount of increase in outcome measures is clinically significant remains questionable, especially
when considering cost-effectiveness.

Regardless of the robot type, the most important reason that the efficacy of robot-assisted training
is currently not as high as expected [2] seems to be that it simply does not provide a sufficient amount of
task-specific repetition [22]. Many factors contribute to this limitation, including the patient’s medical
status, functional status, socioeconomic factors, hospital accessibility, insurance policies, etc. Because
all these factors are not easily controllable in many aspects, it is necessary to develop a rehabilitation
robot that is affordable, clinically feasible, and portable, which will make the robot more accessible,
and eventually maximize the task-specific repetition of the paralyzed limb.

For the robots to be applicable in daily activities, they need to be portable, simple, controllable
according to the user’s intent, and be able to involve real target objects instead of providing a
monitor screen or virtual reality. Most of the robots use force sensors, torque sensors, or surface
electromyography to recognize the user’s intent [23]. However, it is difficult for people with severe
limb impairment to generate sufficient input signals for such sensors. Recently, active research on
brain-machine interface (BMI) is being conducted to extract user-intent directly from the brain signals.
However, it is very challenging to perform precise control of the robot with electroencephalography
signals, which is the most commonly used non-invasive brain signal, because the signal-to-noise ratio
is very low. Furthermore, BMI technology involving invasive brain signals, such as intracortical signals
or electrocorticography (ECoG), is far from practical utilization [24–26]. To maximize neuroplasticity in
using rehabilitation robots, the robot should move according to the user’s intent, or at least the patient
should be able to anticipate the robot’s movement. Electromyography (EMG) and torque sensor-based
controls are not applicable to patients with flaccid paralysis or with only minimal volitional movements.

In this study, we attempted to apply an image processing-based approach that can reflect
user-intent. Visual compensation using camera images in the BMI control of the robotic arm has
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recently been introduced [27]. Bang et al. [28] suggested an upper limb rehabilitation robot system
for precision control by camera-based image processing. We hypothesized that visual compensation
using a camera image-processing algorithm could assist the exoskeleton robot to be actuated according
to the user-intent, and therefore complete the eye–brain–limb–object neural feedback loop, which
may facilitate neuroplasticity. The purpose of this study was to develop a two-axis rehabilitation
robot for the distal upper limb, which is controlled by the user-intent through vision assistance in a
human-in-the-loop concept (Figure 1). The basic concept was to mount a camera on the exoskeleton,
and when the user targets an object to grasp and confirm with a hardware control panel, the user
would move the robot to the target using proximal upper limb residual power (human contribution).
The orientation of the robot would be adjusted automatically according to the shape and usage of the
target image acquired by the camera (robot contribution), and the robot would eventually grasp the
object following user confirmation. We also aimed to investigate its clinical feasibility through a pilot
usability test.
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Figure 1. The basic concept of the interactive human-in-the-loop algorithm for the developed robot is
shown. The components with a blue background indicate human contribution while other components
indicate robot contribution. The red text indicates user confirmation by pressing a button on the
control pad.

In the next sections, the design and assembly of the new concept rehabilitation robot is presented,
followed by a preliminary usability test performed on developers, clinicians, and patients.

2. Materials and Methods

2.1. Development of a Vision-Assisted Distal Upper Limb Rehabilitation Robot

2.1.1. Design of a Two-Axis Distal Upper Limb Rehabilitation Robot

We selected forearm supination/pronation as the essential joint motion in recovery from stroke,
based on our previous studies using kinematic analysis for important activities of daily living [29]. For
the execution of the task, a hand grasp/release motion was included in the design. Based on the fact
that most stroke patients experience proximal limb recovery in the early stage, we assumed that most
of the potential users for this device would have a certain extent of shoulder power and movement.
The forearm support structure was manufactured in the form of a skateboard with four small wheels
mounted at the bottom, so that the user could roll the whole device freely in any direction with their
residual and/or recovered shoulder movement. Contrary to our initial design (Figure 2A), in this pilot
study, the height adjustment function was excluded for simplicity. This design structure was intended
to make the device feasible to use at the hospital bedside or at home. The whole system used in this
study is shown in Figure 2B.
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Figure 2. (A) Initial design for the two-axis distal upper limb rehabilitation robot is shown.
(B) The developed system for this study is shown. The camera on the robot is indicated with red arrow.

In the current design, the exoskeleton body part for the hand was placed at the volar side of the
hand, while most of the hand robots’ exoskeleton body are placed at the dorsum side [12,13,19,30,31].
This was to prevent hand injury that may be caused by the excessive grasp motion of the robot.
In addition, this prototype was designed for patients with left hemiplegia considering a planned
usability test, which requires less language deficit to learn and understand how to control the robot
and also provides usability related feedback. It is known that the language function is lateralized in the
left hemisphere of the brain [32], so patients with a right hemispheric lesion (left hemiplegia) would be
more appropriate for the usability test study.

2.1.2. Assembly of the Robot

The distal upper limb rehabilitation robot proposed and developed in this study consists of two
parts, forearm and hand regions, each containing a motor. The first part is the forearm region, providing
supination and pronation motion through the servo motor (Ezi-Servo Series, Fastech, Bucheon, Korea)
placed at the back of the robot. The motor movement is translated to forearm supination/pronation
motion through the use of gears. A small circular gear is placed at the tip of the motor and a larger
circular gear containing the hand region is matched with the small gear. The motor movement is
controlled using LabVIEW® program (LabVIEW® 2013, National Instruments, Austin, TX, USA) and
can be manipulated automatically and manually through the use of buttons on the control panel.
The motion was limited to a certain range (approximately ± 30◦) for safety.

The second part of the rehabilitation robot enables grasp motion of the hand. Similar to the
forearm region, the hand region produces gripping motion from a stepping motor (PGM32-NK243,
Robot Mart, Gimpo, Korea) by the use of a geared mechanism, where one part of the gripping plate
connected to the motor’s shaft is matched with the other for opening and closing motions. This motor
is controlled by the buttons on the control panel and the information from the buttons is collected and
transferred via Arduino (Arduino UNO, Arduino, Italy).

The control panel for the rehabilitation robot consists of seven pressure sensors (400 FSR, Interlink
Electronics, Inc., Camarillo, CA, USA) and the data from them are processed via Arduino. The buttons
on the control panel consist of forearm supination/pronation motion, closing/opening of grasp motion,
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emergency stop, confirmation (measurement) button for image processing, and execution button for
automatic movement according to the result of image processing (Figure 3).Appl. Sci. 2019 5 of 12 
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Figure 3. The LabVIEW control panel (A) and corresponding hardware control panel with seven
buttons (B) are shown.

The LabVIEW control program collects data from the control panel via Arduino, visualizes the
image from the camera, and controls the forearm supination/pronation motion both manually and
automatically. The camera (LifeCam StudioTM, Microsoft®, Redmond, WA, USA) is mounted on the
bar connected to the grasping axis of the robot in parallel, so that the robot hand axis and the camera
axis is the same. The camera image is displayed on a separate LCD display panel (Camel Co., Ltd.,
Seoul, Korea).

2.1.3. Image-Processing Algorithm for Recognizing User-intent

In this distal upper limb rehabilitation robot, the camera is mounted on the exoskeleton. This is
different from other types of image-guided robot control devices, in which most of the cameras in other
robots are placed externally in a fixed coordinate system [27,33]. This concept comes from a snake-eye
view [34], in contrast to the human-eye view. A similar concept has been proposed in laboratories
for navigation and exploration [35]. In this robot, the “image-guided” concept refers to targeting the
object and deriving the appropriate orientation for grabbing the object.

When the user wearing the robot attempts to grasp a target object, the user moves the robot in
the direction of the target object so that the mounted camera aims the object and the image from the
camera is shown on the LCD display. This stage is done by the user themselves, using the residual
proximal muscle power of the impaired limb and the wheels on the bottom of the plate. When the
object is shown near the center of the display, the camera detects the long axis of the object. In the
current preliminary study, we used a red rectangular marker to track the object and calculate the
desired rotation angle. To clearly detect the red color, image processing was applied to the red channel.
As shown in Figure 4, the coordinates of the four corners are obtained from the marker detected in
the red channel, and the center axis of the rectangle is calculated. An image-processing algorithm
was implemented to the system using Visual Studio 2017 (Microsoft®, Redmond, WA, USA), C#
and Opencvsharp 2.4.5. After image processing, the display shows the detected long-axis on the
screen waiting for the user’s confirmation. Then, the confirmation (measurement) button is pressed
by the user and the software calculates the difference between the grasp axis and the long axis of the
object. Then, the supination/pronation axis of the robot automatically rotates to provide an appropriate
orientation to grab the object upon pressing the execution button. The rotation speed is set to a
moderate speed in order to prevent any possible musculoskeletal injuries. Although the ultimate goal
of the development would not need confirmation and execution buttons as the recognition software
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will automatically analyze the object, these buttons were added to prevent recognition errors, which
may induce malfunction and patient injury.Appl. Sci. 2019 6 of 12 
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the target object shown in the display using the control panel (shown on right lower hand of Figure B). 
A red arrowhead is the camera on the robot. The robot recognizes the target object and the long axis 
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Figure 4. The image-processing algorithm for detecting the long axis of the target object using a red
rectangular marker is shown.

Once the robot is oriented in the right position, the user confirms the position with the grasp
button and the robot hand grabs the object. Figure 5 shows the basic concept and process of the robot.
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Figure 5. Main concept of the image processing-based user-intent driven distal upper limb rehabilitation
robot is shown. (A) The user aims the robot hand at the target (coffee cup) and confirms the target
object shown in the display using the control panel (shown on right lower hand of Figure B). A red
arrowhead is the camera on the robot. The robot recognizes the target object and the long axis (yellow
arrow); (B) when the user presses the execution button on the control panel to adjust the orientation, it
automatically rotates the forearm supination/pronation axis to the appropriate orientation to grasp the
object. Note the long axis rotated on the display screen (yellow arrow); (C) the user moves the robot
to the object with the proximal muscle power (mainly shoulder), and press the grasp button on the
control panel; (D) the user rotates the axis with the control panel so that he can drink water.
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2.2. Preliminary Usability Test

2.2.1. Participants

A total of 20 subjects participated in the usability test for the developed robot. They consisted
of six rehabilitation doctors (6 men), five robot engineers (2 men; 3 women), rehabilitation therapists
(5 women: 1 physical therapist, 4 occupational therapists), two chronic stroke patients with left
hemiplegia (2 men, 59-year old and 72-year old), and their long-term caregivers (2 women). All
participants had sufficient experience regarding rehabilitation robots in their point-of-view, and they
were instructed to evaluate the device in their perspectives of professional experience. The caregivers
in this study had taken care of the stroke patients for several years and had experience with various
rehabilitation robots in many different hospitals. Therefore, they were categorized as ‘patients’ in the
point-of-view that they would know patient demands well, distinct from subjects in other categories.
This study was approved by the Institutional Review Board (IRB) of Seoul National University Hospital
(IRB No. 1610-043-797).

2.2.2. Procedure

All participants wore the robot with their left limb. Following 10 min of demonstration and
instruction, they were told to use the robot freely for 10 min, including the bottle grasping task. Then,
they were asked to fill out the survey form. The survey consisted of 10 items in a seven-point Likert
scale [36], asking for the respondent’s overall satisfaction, interest, motivation, expected improvement
in recovery, difficulty, discomfort, safety, comparison to other therapeutic robots, willingness to use,
and expected efficacy after commercialization. For the rating instructions, 7 points represented most
satisfactory or safe, and 0 points represented least satisfactory or unsafe. Opinions on limitations and
points to improve the robot were also obtained.

2.2.3. Statistical Analysis

Descriptive statistical analyses (mean, standard deviation) were performed for each survey item
in each respondent group and also for total subjects. Kruskal–Wallis tests were performed for each
item followed by Mann–Whitney tests as a post-hoc analysis for comparison between each group. All
statistical analyses in this study were performed using SPSS v21.0 (SPSS Inc., Chicago, IL, USA).

3. Results

For overall satisfaction regarding the robot’s ability to help stroke rehabilitation, physiatrists rated
with the highest score (6.0 ± 0.9), followed by robot engineers (5.4 ± 0.5), therapists (4.6 ± 0.5), and
patients (4.0 ± 1.2). Among the survey items with high scores were interest (5.7 ± 1.2), motivation
(5.8 ± 0.9), and having less possibility of injury or safety issues (6.1 ± 1.1). Ratings on enhancing
motivation did not show a significant difference between the subgroups by the Kruskal–Wallis test
(p = 0.094). However, the level of difficulty (4.8 ± 1.9), expectance of improvement (5.1 ± 1.0), and
comfort (4.9 ± 1.3) were rated relatively low. Patients significantly responded with low scores for
difficulty and comfort compared to physicians (p = 0.038 and 0.010, respectively) and therapists
(p = 0.032 and 0.032, respectively). Results from the Mann–Whitney test demonstrated that physicians
and engineers did not show significant differences for all survey items (p > 0.05), and therapists and
patients also did not show significant differences for all items (p > 0.05). Detailed response results are
shown in Figure 6.
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are shown for four categories of respondents. The scores are in a 7-point Likert scale, with 7 points
representing most satisfactory or safe and 0 points for least satisfactory or unsafe. Patient data include
responses of both chronic stroke patients and their long-term caregivers.

A number of issues were raised during the usability test. Major issues included a need for
sensory feedback at the end of the range of motion while grasping, height adjustment function, and
modification of the control method to support an active assistive range of motion exercise. The issues
raised and possible solutions are shown in Table 1.

Table 1. Issues and potential solutions of the proposed distal upper limb rehabilitation robot from the
usability test.

Raised Issue Potential Solution

- Need for feedback at the end of range while
grasping to avoid over-actuation. - Insertion of pressure sensors for tactile feedback.

- Contour and fitting of the hand part needs
improvement.

- Individualized manufacture of the hand part with
three-dimensional printers.

- It would be better if active assistive exercise function
was included.

- Insertion of force sensors to recognize active
movements of the patients.

- Switch pad should be more simple and easier to use
and control, especially when considering elderly
patients.

- Object recognition and consequent robot movement
could be automatized using image-based machine
learning algorithm.

- The size of the robot needs to be reduced and
redundant cables should be minimized.

- Design modification necessary when developing
final prototype for mass production and also medical
device approval process.

4. Discussion

The main concept of the developed rehabilitation robot is to close the loop to provide continuous
feedback to enhance neuroplasticity in stroke recovery. Zrenner et al. [37] proposed two conceptual
loops in brain modulation. One is “brain-state dynamics” loop and another is the “task dynamics”
loop. The task dynamics loop involves motor-sensory feedback between the brain and the environment
(object). In the design and development of the proposed robot, the main idea was to directly
deliver visual information to the robot using the mounted camera instead of decoding occipital
electroencephalography, while securing accurate visual information and actuating the robot according
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to the user-intent at the same time, therefore, closing the loop for the motor–visual–sensory feedback.
It was also expected to promote patient motivation, which is an important factor for securing high
repetition using the robot [38], because the rehabilitation robot system uses real objects instead of
virtual interfaces, such as computer monitors or tablet displays.

In this research, we applied Tseng’s approach for a development and usability test of a new
product [39]. The usability test results showed high scores for interest, motivation, and safety issues,
but relatively low scores for difficulty, comfort, and expectance of improvement. Because this system
did not use a computer display as the main interface, using real objects instead, which may be used
at home or at the bedside, the respondents replied that these features were interesting and that the
robot may help patients to be motivated for the therapy. The response from the patient group showed
lower scores in most of the categories except safety. The patients responded that the device was not
appropriate for their stroke recovery stage; however, they also commented that the device would be
very useful for patients that are not able to move the distal upper limb.

The survey results showed that learning how to use the robot was difficult especially in responses
by therapists and patients. A short training time may have affected this result. However, it is definite
that the user interface and the control method should be improved in the next step of development for
pertinent use in clinical studies or commercial use.

The main issues from the free comments were that the gripping was not highly secure, and that the
task was limited due to the low degree of freedom. In the initial design, a height adjustment system was
proposed so that the robot could grasp objects at various heights; however, for the current prototype, it
was not applied due to the structural complexity. In the next version, the height adjustment system
using a gravity compensation method is planned. Another feature of the current prototype was that the
hand part was placed at the palm side of the hand, in contrast to other commercial hand exoskeletons,
where it is place at the dorsum of the hand [7,30,31,40]. The reason for this design was to prevent
injury since it is difficult to control gripping pressure. However, in this prototype, it was a problem in
that it was not easy for the user to determine if the object was sufficiently grasped so that it would not
fall down. The structure and position of the motors seemed to interfere with the user’s workspace,
which should be modified in the next prototype. The use of pressure sensors should be considered in
the next step as well [41].

In addition, a clinical proof-of-concept study should be performed, which was not available
during this study due to IRB approval and Food and Drug Administration (FDA) clearance issues. It is
necessary that the investigational device exemption (IDE) for medical robots with non-significant risk
is practically applied in Korea to facilitate the development and proof-of-concept clinical studies for
medical robots, so that clinically relevant robots may enter the market and be used in clinics as soon as
possible, whereas clinically irrelevant robots may stop development at an earlier stage [42].

The proposed distal upper limb rehabilitation robot prototype had a number of limitations.
The height adjustment system was not applied, resulting in a limited function of the robot. The contour
of the hand part needs to be better customized to the real contour of the user’s hand to provide a better
sense of grabbing objects. This may be solved by using three-dimensional printers.

5. Conclusions

In conclusion, a prototype of a simple, light-weight, distal upper limb exoskeleton rehabilitation
robot, which recognizes user-intent by direction of the robot hand and camera image processing,
was developed and its clinical usability and feasibility were supported from various aspects of
professions and patients. Although the device requires further development for practical clinical
application, providing high motivation and repetition with the proposed concept may assist in
enhancing neuroplasticity in stroke recovery by helping to close the loop between the brain and
the object.
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