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Abstract: A dropout early warning system enables schools to preemptively identify students who
are at risk of dropping out of school, to promptly react to them, and eventually to help potential
dropout students to continue their learning for a better future. However, the inherent class imbalance
between dropout and non-dropout students could pose difficulty in building accurate predictive
modeling for a dropout early warning system. The present study aimed to improve the performance
of a dropout early warning system: (a) by addressing the class imbalance issue using the synthetic
minority oversampling techniques (SMOTE) and the ensemble methods in machine learning; and
(b) by evaluating the trained classifiers with both receiver operating characteristic (ROC) and
precision—recall (PR) curves. To that end, we trained random forest, boosted decision tree, random
forest with SMOTE, and boosted decision tree with SMOTE using the big data samples of the
165,715 high school students from the National Education Information System (NEIS) in South Korea.
According to our ROC and PR curve analysis, boosted decision tree showed the optimal performance.
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1. Introduction

The negative consequences of students’” dropping out of school are significant for both the
individual and society. The educational deficiencies of dropout students could severely limit economic
and social well-being in their later lives [1]. The society also suffers losses because the nation’s
productive capacity could be undermined by the shortage of the skilled workforce, and also the
dropout students are more likely to be frequent recipients of welfare and unemployment subsidies [2].
Because of those negative consequences, students’” dropouts have long been considered as a serious
educational problem by educators, researchers, and policymakers. A dropout early warning system
can help schools to preemptively identify students who are at risk of dropping out of school and to
promptly react to them [3]. The students at risk are likely to drop out without carefully considering the
negative consequences of their decisions or without having an opportunity to consult with experts.
The early intervention informed by the dropout early warning system can redirect potential dropout
students onto the path to graduation and lead them to a better future [4]. Because of the great potential,
many governments have developed dropout early warning systems. For example, the department of
education and early childhood development in the state of Victoria in Australia developed the Student
Mapping Tool (SMT) to help schools to identify students at risk of disengagement and dropout [5],
and the state of Wisconsin in the United States developed the Dropout Early Warning System (DEWS)
to predict students” dropouts [6]. In the United States, about half of public high schools implemented
the dropout early warning systems during 2014-2015 [7].
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Machine learning is a promising tool for building a predictive model for a dropout early warning
system. However, the class-imbalance could be one of the potential difficulties in implementing
a dropout early warning system using machine learning. In the binary outcome representing students’
dropouts, the proportions of the two classes (i.e., dropouts and non-dropouts) tend to be imbalanced
(e.g., 1.4 percent of dropouts vs. 98.6 percent of non-dropouts in Korean high school in 2016). In general,
machine learning classifiers trained on datasets with imbalanced classes tend to show a very poor
performance in predicting the minor class because the classifiers ignore the minor class as a noise [8,9].
Because the class of interest in dropout prediction is a minor class (i.e., dropouts), the class-imbalance
issue could severely degrade the sensitivity of the early warning system in predicting potential dropout
students. Another key issue in the presence of class imbalance is to use performance metrics that are
sensitive to performance differences. Traditionally, the area under the curve (AUC) in the receiver
operating characteristic (ROC) curve has been widely used in machine learning literature. However, in
the presence of class imbalance, the ROC curve analysis may not be sensitive enough to differentiate
the performances of classifiers, and the precision-recall (PR) curve may perform better [10]. In the
literature, Marquez-Vera et al. [11] predicted student failure at school using genetic programming and
different machine learning approaches by addressing the class imbalance issue using the synthetic
minority oversampling techniques (SMOTE), and identified the best model based on the true positive
(TP) rate, true negative (TN) rate, and accuracy. Knowles [6] used machine learning to build a
predictive model of student dropout risk, and identified the best statistical model using the ROC curve.
Marquez-Vera et al. [12] used various machine learning algorithms for early dropout prediction, and
used the TP rate, TN rate, accuracy, and AUC. However, in the previous literature, the class-imbalance
issue and the advantage of using the PR curve have not been fully discussed yet. Thus, the present
study aimed to improve the performance of a dropout early warning system: (a) by addressing the class
imbalance issue using the SMOTE and ensemble methods in machine learning; and (b) by evaluating
the trained classifiers with both ROC and PR curves. To that end, we trained random forest, boosted
decision tree, random forest with SMOTE, and boosted decision tree with SMOTE using the big data
samples of the 165,715 high school students from the National Education Information System (INEIS)
in South Korea. Because the class-imbalance issue is prevalent (e.g., cheaters in online education), the
implication of this study is relevant to building predictive models for other educational outcomes
as well.

2. Students’ Dropouts in South Korea

In this section, we briefly present the current status and reasons for high school dropouts in South
Korea to clarify the types of dropouts we are interested in. We also present the rationale for the goal of
our dropout early warning system. Table 1 shows the dropout rates of high school students in South
Korea from 2010 to 2016 [13]. The dropout rates have decreased from 2.0 percent in 2010 to 1.4 percent
in 2016.

Table 1. The Dropout rates of high school students in South Korea from 2010 to 2016.

Year The Total Number of Students The Number of Dropouts Students Dropouts Rates (%)

2016 1,752,457 23,441 14
2015 1,788,266 22,554 1.3
2014 1,839,372 25,318 14
2013 1,893,303 30,382 1.6
2012 1,920,087 34,934 1.8
2011 1,943,798 37,391 1.9
2010 1,962,356 38,887 2.0

Table 2 shows the reasons for high school dropouts in South Korea in 2013 and 2016 [13].
Students left schools for various reasons: diseases, family problems, poor academic performance,
poor relationship with others, strict school rules, and other reasons (e.g., studying overseas and
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alternative education). Simply leaving schools does not necessarily mean negative outcomes.
Some students leave schools to study overseas, to attend alternative education programs, or to
pursue their own career paths earlier. The dropouts due to those positive reasons are not the types of
dropouts we are interested in. Chung et al. [14] defined at-risk youths as the youths who are exposed to
personal and environmental risks, likely to experience behavioral or psychological problems and find
it difficult to achieve normal development without appropriate educational intervention. This group of
youths reports high risks of running away from home, dropout, unemployment, violence, prostitution,
substance abuse, and other misconducts, crimes, as well as psychological disorders such as depression,
anxiety, and suicide. We are interested in predicting the dropouts among those at-risk youths who
could benefit from the intervention programs informed by the dropout early warning system.

Table 2. The Reasons for high school dropouts in South Korea in 2013 and 2016.

Leaving Expulsion Total
. Poor Poor Strict
Diseases Pli';:)llzlllgn Academic Relationship  School R(e)at?s;s
Performance  with Others Rules
2013 1429 2327 9887 486 1019 14,094 1090 30,287
(4.7%) (7.7%) (32.6%) (1.6%) (3.4 %)  (46.5%) (3.6%) (100%)
2016 882 503 4047 222 225 11,855 998 18,732
(4.7%) (2.7%) (21.6%) (1.2%) (1.2%) (63.3%) (5.3 %) (100%)

The optimal performance of a classifier is only meaningful in relation to a specific task.
In a dropout early warning system, the sensitivity represents the proportion of actual dropout students
predicted correctly. In this study, we aimed to maximize the sensitivity of our dropout prediction
for the following reason. The primary aim of public schools is to support successful learning of all
students without a single failure. UNESCO has placed “Education for All (EFA)” as the international
policy agenda [15]. The idea behind the agenda is to ensure all students around the world benefit
from education. The United States has been building an accountability system to keep all students
from falling behind through the “No Child Left Behind Act” and “Every Study Succeeds Act” [16].
To support successful learning of all students, in South Korea, it was proposed to operate a three-tier
dropout prevention programs [17]. In the first-tier, all students participate in the general prevention
program designed to prevent school dropouts. In the second-tier, students who were identified as being
at-risk of dropouts participate in more specialized group- or individual-based prevention programs.
In the third-tier, students who express their intention to dropout have opportunities to deliberate
their decisions for two weeks before making their final decisions. During the period of deliberation,
students receive personalized counseling and training. In this proposed three-tier prevention programs,
it is very important to preemptively identify all the potential dropout students and to promptly react
to them in order to reduce the number of students who actually want to drop out. Another important
performance metric in a dropout early warning system is the precision (or positive predictive value),
which represents the proportion of predicted dropout students who actually dropout. The precision is
important because it is directly related to the cost for the intervention.

3. Analysis Plan

3.1. Supervised Learning

We used supervised learning in machine learning to train our binary classifiers that predict
students” dropouts and non-dropouts. The goal of the supervised learning is to estimate the best
mapping function f(.) from the set of features (Xs) to the target label (Y) by training a specific machine
learning model on a dataset. The learning process in the supervised learning focuses on assuring
the capability of a trained model generalizing knowledge learned from the current observations to
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the future observations. The emphasis on the generalizability of the model makes the overfitting
a critical issue in supervised learning. The overfitting is said to occur when a model is more complex
than necessary and therefore fits too much noise in the training dataset. The model complexity is
controlled by the so-called hyper-parameters of the model (e.g., the strength of the penalty in the
regularized regression, the depth of a tree in the decision tree). Therefore, the key task in supervised
learning is to determine the optimal values of hyper-parameters to make a balance between bias and
variance. In practice, k-fold cross-validation is often used to determine (or tune) hyper-parameters.
In k-fold cross-validation, the training dataset is partitioned into k equal-sized subsets, each of which
is called a fold. At each iteration from 1 to k, a single fold is retained as the validation dataset, and the
remaining k — 1 folds are retained as the training dataset, and the model trained on the training dataset
is evaluated on the validation dataset. Then, k performance metrics from the k iterations are averaged
to produce a less biased estimate of the performance of the model. The best hyper-parameters can
be determined by comparing the averaged performance metrics from k-fold cross-validation of the
models with different values of hyper-parameters. We used 10-fold cross-validation for our analysis.

3.2. The Problem of Class Imbalance

The focus of our analysis is to train our binary classifiers by addressing the class-imbalance issue.
In classification, a classifier predicts categorical labels (or classes). The classes are imbalanced if there
are many more instances of some classes than others in a dataset [18]. The class imbalance is prevalent
because many real-world applications, such as fraud detection, spam detection, anomaly detection,
and psychological diagnosis, are composed of a large number of normal examples with only a small
number of abnormal or interesting examples [19]. The ratio between minor and major classes can be
1:100, 1:1000, or even 1:10,000 depending on the applications. For example, fraudulent cases in retail
banking are about 0.1 percent [20].

The class imbalance poses a difficulty in classification because the classifiers trained on the
imbalance dataset tend to show a higher predictive accuracy on the major classes, but a poorer
predictive accuracy on the minor classes. This bias toward the major classes happens because the
performance metrics tend to treat the minor classes as the noise, and therefore guide the classifiers
to ignore the misclassification of the minor classes during the learning process [9]. Table 3 shows a
hypothetical confusion matrix illustrating the case where the accuracy of a binary classifier can be
deceptively excellent when the classifier completely ignores the misclassification of the minor classes.
In this example, the proportions of dropouts and non-dropouts are imbalanced, i.e., 100 dropouts
(1%) vs. 9900 non-dropouts (99%). The accuracy of the binary classifier in this example is 0.99 despite
the complete misclassifications of the dropouts. In this way, when classes are imbalanced, the minor
classes are often more misclassified than the major classes. Because the minor class is usually the
class of interest in classification, the class imbalance has been a challenging problem in data mining
community [21,22].

The problem of class imbalance is a well-known issue in the machine learning community.
However, less attention has been paid to this issue when developing dropout early warning system.
As presented in Table 1, high school dropout rates in South Korea are less than 2%. According to
the National Center for Education Statistics, high school dropout rates in the United States have
decreased from 27.2% in 1960 to 6.1% in 2016. Because the class of interest in the dropout prediction is
a minor class (i.e., dropout), the issue of class imbalance needs to be properly handled when building
a predictive model for the dropout early warning system.
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Table 3. The hypothetical confusion matrix showing the case where the accuracy of a binary
classifier can be deceptive for an imbalanced dataset. In this example, the proportions of
dropouts and non-dropouts are imbalanced, i.e., 100 dropouts (1%) vs. 9900 non-dropouts
(99%). Despite of the complete misclassifications of the dropouts, the accuracy is still
0.99 = (0+9900) /(0 + 0+ 100 + 9900) = 9900/10000 because the correct predictions of the
non-dropout dominate the accuracy.

True Labels

Dropout Non-Dropout

Dropout 0 0

Predicted lables 10 qropout 100 9900

3.3. SMOTE

Many methods have been proposed to address the problem of class imbalance. In the literature,
those methods are typically categorized into four groups: algorithm-level, data-level, cost-sensitive,
and ensemble approaches [8,9]. The algorithm-level approaches modify existing classification
algorithms to be biased toward the minor classes to improve the performance of the model in predicting
the minor classes [23,24]. These approaches require knowledge of the specific classifiers, and why
the classifiers fail to modify the algorithms. The data-level approaches rebalance the imbalanced
classes by over-sampling the minor classes or under-sampling the major classes to alleviate the effect
of imbalanced classes [19]. Because these approaches are implemented in the preprocessing step, they
are independent of specific classifiers and also can be more easily implemented. The cost-sensitive
approaches combine both the data- and algorithm-level approaches by adding high misclassification
costs for the minor classes (data level approaches), and also modifying the classification algorithms to
accept the costs ([25], algorithm level approaches). Recently, the ensemble approaches are attracting
more and more attention as a solution to the class imbalance problem. Hybridizing the bagging
and boosting paradigms in ensemble methods with the algorithm-level, data-level, and cost-sensitive
approaches for the imbalanced dataset turned out to be very promising. Readers who are interested in a
more compressive review on this topic are referred to the works of Galar et al. [9] and Haixiang et al. [8].

In this study, we used SMOTE [19] from the data-level approaches to address the problem of class
imbalance. In the data-level approaches, the under-sampling randomly eliminates some major classes
to make the major classes less effective on the learning process. However, the under-sampling could
remove major classes which are more representative and informative than others, and therefore the
decision boundary could be biased. The over-sampling randomly replicates the minor classes to make
the minor classes more effective on the learning process. However, the over-sampling creates repeated
copies of the same minor class instances many times, and therefore the classifiers could overfit to these
minor class instances. After reviewing previous studies on over- and under-sampling, Chawla et al. [19]
summarized that the under-sampling showed better performance than the over-sampling, and the
combination of the over- and under-sampling did not outperform the under-sampling. They proposed
SMOTE as a new over-sampling technique in which the minor class instances are over-sampled
by creating synthetic instances rather than creating the same minor instances multiple times with
replacement, and showed that the combination of SMOTE and under-sampling performed better than
the plain under-sampling. In SMOTE, the minor class instances are over-sampled by creating synthetic
instances along the line segments joining the k nearest neighbor instances with minor classes. The idea
behind the SMOTE is to over-sample similar instances rather than to over-sample the same instances
multiple times so that the classifiers are not overfitted to the minor class instances.

3.4. Ensemble Methods

Machine learning has been successfully applied for predictive modeling in various fields.
Especially, ensemble methods have gained considerable attention in recent years because ensemble
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methods can substantially improve the accuracy of predictions by combining multiple machine learning
algorithms [26]. Each algorithm in the ensemble methods is usually called a base (or individual or
component) learner. The ensemble of learners has outperformed a single learner in various tasks,
such as the object detection [27], lung cancer identification [28], and fraud detection [29]. The superior
performance of ensemble methods mainly comes from the better generalizability of the ensemble
of learners.

In ensemble methods, bootstrap aggregating (bagging) and boosting are the two popular
paradigms. As the name indicates, bagging improves the accuracy of predictions by aggregating
predictions from multiple learners. In bagging, the N base learners are trained in parallel on N
bootstrap samples from the original dataset, and then the N predictions from the N base learners
are combined using majority voting or other synthesizing methods. Because of its aggregating (or
averaging) nature, bagging can reduce the variance of a model. The random forest is a popular machine
learning algorithm that uses the bagging paradigm. The random forest is the collection of N decision
trees, and combines N predictions from the N decision trees trained on the N bootstrap samples to
make a final prediction.

Boosting is another ensemble paradigm. The idea behind boosting is to produce a series of weak
learners to make a strong learner. Unlike bagging in which learners are trained in parallel and the
predictions are aggregated without preference to any learner, boosting sequentially trains learners,
and the predictions are aggregated with heavier weights on better learners. For example, the adaptive
boosting (AdaBoost) calls a weak or base learner repeatedly in a series of rounds t = 1,..., T by
weighting previously misclassified instances with higher weight, and then combines the T predictions
from the T base learners with the weights of learners determined during the training process [30].
Notice that both the instances and learners have their distributions of weights which are updated
across the rounds. The weight distribution for instances at round t makes the learner at round ¢ focus
on the instances that were misclassified at round ¢ — 1, whereas the weight distribution for learners
determines how to combine the T learners after T rounds. In addition to the variance, the boosting
can also reduce the bias because of its adaptive nature. In sum, the bagging trains a set of learners
in parallel to reduce the variance by exploiting the independence between learners, whereas the
boosting sequentially trains a series of learners to reduce both the bias and variance by exploiting the
dependence between learners.

In total, we trained four classifiers using the big data samples of the 165,715 high school students
from the NEIS database in South Korea: random forest, boosted decision tree, random forest with
SMOTE, and boosted decision tree with SMOTE.

3.5. Performance Metrics for Binary Classifiers

A confusion matrix is the cross-tabulation between the true labels from the labeled dataset and the
predicted labels from a classifier. Depending on the values of true and predicted labels, the true positive
(TP), true negative (TN), false positive (FP), and false negative (FN) can be defined, and these four
cases are used to define sensitivity (or recall, TP/ (TP + FN)), specificity (IN/(FP + TN)), accuracy ((TP
+TN)/(TP + EN + FP + TN)), negative predictive value (TN/(EN + TN)), and positive predictive value
(or precision, TP/(TP + FP)).

The area under the curve (AUC) is another popular metric. The AUC is the area under the receiver
operating characteristic (ROC) curve [31]. The ROC curve is the curve in the two-dimensional ROC
space whose y-axis represents a classifier’s true positive rate (or sensitivity) and x-axis represents
a classifier’s false positive rates (or 1 — specificity). Each point in the ROC space represents a classifier’s
(false positive rate, true positive rate) pair. If the classifier is the discrete classifier that produces only
a class label (e.g., dropout or non-dropout), then the performance of the discrete classifier can be
represented as a point in the ROC space. In the ROC space, the upper left point (0, 1) represents
a perfect classifier that never predicts the true negative labels as positive (i.e., false positive rate = 0)
and predicts all the true positive labels as positive (i.e., true positive rate = 1). Some classifiers
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produce the probability of the instances being a member of a class, instead of the discrete class label.
Such classifiers can be converted into the discrete classifiers by introducing a threshold. The ROC curve
for such classifier is the set of (false positive rate, true positive rate) pairs for all possible thresholds.
The ROC curve allows us to visualize the trade-off between the true positive rate (or sensitivity) and
false positive rates (or 1 — specificity) of a classifier. That is, it shows that a classifier cannot increase
the true positive rate without increasing the false positive rate [9].

Although the ROC curve is a popular evaluation metric for binary classifiers, the precision-recall
(PR) curve is recommended when evaluating binary classifiers trained on imbalanced datasets [10].
When the number of negative instances is very large, the true negative (TN) is also likely to be very
large. Then, the large true negative (TN) makes the specificity less sensitive. Therefore, the precision
(or positive predictive value) could be a more sensitive measure for the imbalanced data because the
precision is not affected by the large true negative (TN). Notice that recall is just another name for the
sensitivity, and therefore the PR curve only replaces the false positive rate in the ROC curve with the
precision. In PR curves, good classifiers aim for the upper right corner. In the present study, we used
both the ROC and PR curves for model-wide threshold-free evaluation of binary classifiers.

4. Methods

4.1. Data

Samples. Our sample consists of the big data samples of 165,715 high school students from the
NEIS database of 2014. Those are students from two big cities and two provinces in South Korea:
Seoul, Incheon, Gyeongsangbuk-do, and Gyeongsangnam-do. The proportion of male students is
0.60. The proportions of freshman, sophomore, and senior in high school are 0.33, 0.34, and 0.33,
respectively. The NEIS is the web-based integrated administration system that connects South
Korean’s education organizations including around 12,000 elementary, middle and high schools,
17 city and provincial offices of education, and the Ministry of Education. The NEIS was developed
by South Korea’s Ministry of Education in the early 2000s for several purposes. The NEIS was
designed to reduce teachers” workload. For example, teachers do not need to prepare various
reports, statistics, and administrative documents. In addition, the NIES was designed to enhance
the conveniences of citizens, especially parents. For example, parents can request 38 types of student
information (e.g., school schedule, meal schedule, grades, and absence) and official certificates online.
The NEIS was also designed to enhance the efficiency in school administration. For example, the NEIS
reduces manual document preparation, enhances information sharing, and improves decision making
processes at a policy level. Currently, the NEIS is maintained by the Korea Education & Research
Information Service (KERIS) under the Ministry of Education. The NEIS has two databases. The
educational affairs database contains information more than six million students, such as academic
achievement, absence, health and so on. The school administration database contains information
about HR affairs, teacher information, and school information. Ethics Committee /Institutional Review
Board approval for this study was not sought because we used the government data that are already
collected in the NEIS system, and IRB approval is not required in South Korea in this case.

Target label. In this study, the target label for prediction is students’ dropouts. The binary target
label representing students” dropouts was created based on variables named “the school register
change” and “the reasons for the school register change” in the NEIS database. The variable named
“the school register change” has 15 categories such as entrance, expulsion, leaving, transfer, and

2

graduation. The variable named “the reasons for the school register change”” describes 43 reasons
for the changes. As discussed above, we are interested in the dropouts among those at-risk youths
who could benefit from the intervention programs informed by the dropout early warning system.
Therefore, in this study, we defined dropout students as the ones who have dropped out of school for
the 13 negative reasons presented in Table 4. In total, out of 165,715 students, 1348 students (0.81%)

were identified as dropout students in our analysis.
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Table 4. 13 reasons for the school register changes considered as dropouts.

Category Specific Reasons Counts Percentages (%)

Behavior Violation of School Rules 126 9.3
Behavior Requests from Autonomous Committees 15 1.1
Behavior Assault/Burglary 4 0.3
Behavior Others 5 0.4
Family Family Trouble 9 0.7
Maladjustment Poor Academic Performance 690 51.2
Maladjustment Victimization 1 0.1
Maladjustment Relationship with Friends/Teachers 23 1.7
Maladjustment Strict Rules 66 4.9
Maladjustment Others 375 27.8
Disease Disease 8 0.6
Others Running away from Home 21 1.6
Others Others 5 0.4

1348 100%

Features. Following the recommendation from the National High School Center, we used the
attendance, behavior, and course performance (the “ABCs”) as the key indicators for our dropout
predictions [32]. Previous studies also showed that low attendance at the beginning of a semester can be
an indicator for the dropout prediction [33]. Therefore, we further included the attendance in the first
four weeks as indicators. In sum, we used 15 features to predict students” dropouts: the unauthorized
absence in the first four weeks, unauthorized early leave in first four weeks, unauthorized class absence
in first four weeks, unauthorized lateness in first four weeks, unauthorized absence, unauthorized
early leave, unauthorized class absence, unauthorized lateness, number of self-regulated activities,
number of club activities, number of volunteer activities, number of career development activities,
normalized ranking on Korean, normalized ranking on Math, and normalized ranking on English.

4.2. Preprocessing, Tuning, Training, and Testing

We used the caret package in R to preprocess, tune, train, and test the four classifiers.

Preprocessing. The original dataset that consists of 165,715 students was divided into training
(80%; N = 132,573) and testing (20%; N = 33,142) datasets to train and evaluate the four classifiers.
For the preprocessing, the 15 features in the training dataset were centered, scaled, and median
imputed using the preProcess () function in the caret package.

SMOTE. The preprocessed training dataset was over- and under-sampled using the SMOTE ()
function in the DMwR package in R.

Tuning. The 10-fold cross-validation was used to tune the hyper-parameters of each classifier by
setting the method option to cv and number option to 10 in the trainControl () function in the caret
package. The optimal hyper-parameters were chosen by comparing the classifiers” ROCs with different
values of hyper-parameters.

Training. The train() function in the caret package in R was used to train the random forest,
boosted decision tree, random forest with SMOTE, and boosted decision tree with SMOTE.

Testing. The trained classifiers were evaluated on the testing dataset using the predict () function
in the caret package. The testing dataset was not oversampled in any case.

5. Results

Figure 1 presents the density plots for the selected eight features. Each plot presents the density
plot of a specific feature for both the dropouts (shaded as red) and the non-dropouts (shaded as
blue). Figure 1 shows that the dropout students are more likely to be problematic in attendance and
achievement, and are less likely to participate in the school activities.



Appl. Sci. 2019, 9, 3093 90f 14

> 0.10- Students' Dropouts > 0.10-
2 I:‘ Dropouts 2
j [
a 0.05- I:l Non-dropouts a 0.05-
0.00- 0.00-
40
Unauthonzed absence Days) Unauthonzed class absence ( Days)
0.15- 0.15-
= 0.10- = 0.10-
(%2} 0
c =
a a
0.05- 0.05-
0.00- 0.00-
0 10 20 30 40
Unauthorized early leave (Days) Unauthonzed Iateness (Days)
0.15-
4-
2 0.10- > 3-
2 2
a 8%
0.05-
1- ﬁ
0.00- 0-
60 80 0.00 0.25 0.50 0.75 00
The number of career development activities The normalized ranking on Korean
4- 4-
3- 3-
2 2
2o 2,.
i [
[a] [a]
1- 1- —
0- 0-
0.0 0.25 0.50 0.75 00 0.00 0.25 0.50 0.75 1.00
The normalized ranking on Math The normalized ranking on English

Figure 1. The density plots for the selected eight features.

Figure 2 presents the ROC curves for the four binary classifiers used in this study. The AUC
of the random forest (RF), boosted decision tree (BDT), random forest with SMOTE (SMOTE + RF),
and boosted decision tree with SMOTE (SMOTE + BDT) were 0.986, 0.988, 0.986, and 0.991, respectively.

Figure 3 presents the PR curves for the four binary classifiers used in this study. The AUC
of the random forest (RF), boosted decision tree (BDT), random forest with SMOTE (SMOTE + RF),
and boosted decision tree with SMOTE (SMOTE + BDT) were 0.634, 0.898, 0.643, and 0.724, respectively.
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6. Discussion

Classifiers trained on class-imbalanced datasets tend to show a poor sensitivity of predicting
minor classes because classifiers tend to ignore the misclassification of minor classes. Given our specific
goal of maximizing our chance of supporting the successful learning of all students, and minimizing
the cost for intervention, the present study aimed to improve the performance of a dropout early
warning system: (a) by addressing the class imbalance issue using the SMOTE and ensemble methods
in machine learning; and (b) by evaluating the trained classifiers with both receiver operating
characteristic (ROC) curves and precision-recall (PR) curves. Using the reliable features from the
big data samples of the 165,715 high school students provided by the NEIS database in Korea,
we trained four classifiers: random forest (RF), boosted decision tree (BDT), random forest with SMOTE
(SMOTE + RF), and boosted decision tree with SMOTE (SMOTE + BDT). Based on our model-wide
evaluation based on ROC and PR curves, boosted decision tree showed the best performance.

In Figure 2, the four ROC curves indicate that all four models were excellent in terms of AUCs:
the AUC values of RF, BDT, SMOTE + RF, and SMOTE + BDT were 0.986, 0.988, 0.986, and 0.990,
respectively. However, this result needs to be interpreted with caution. As previously discussed,
the ROC curve may not be a good evaluation metric for imbalanced datasets because the false
positive rate (or 1 — specificity or 1 — TN/(FP + TN)) does not change much when the true negative
(TN) is huge, which is common for imbalanced datasets. In our analysis, the ROC curves were not
informative when comparing the performance of our four classifiers. On the contrary, the PR curves
in Figure 3 were more informative in that the PR curves and their corresponding AUC values were
more distinctive: the AUC values of RF, BDT, SMOTE + RF, and SMOTE + BDT were 0.634, 0.898,
0.643, and 0.724, respectively. According to the AUC values of the PR curves, the BDT showed the best
performance (i.e., AUC = 0.898), indicating that, among the four tested classifiers, the dropout early
warning system based on BDT was optimal in maximizing our chance of supporting the successful
learning of all students, and minimizing the cost for intervention. Our result is consistent with the
recent study on the impact of class rebalancing techniques on the performance of prediction models.
Tantithamthavorn et al. [34] recently found that class rebalancing techniques, such as SMOTE, impact
recall the most positively and impact precision the most negatively.

The PR curve essentially illustrates the trade-off between recall (or sensitivity) and precision.
This trade-off between recall and precision raises an important issue regarding decision making based
on machine learning. The predictions made by machine learning are often used to make a policy
or plan, which always has a budget constraint. Therefore, the optimal performance of a classifier
is only meaningful in relation to a specific task with the consideration of both the benefit from the
improved performance and the cost for the improvement. In this study, our task was to build the
dropout early warning system that maximizes the sensitivity of predicting potential dropout students
to support successful learning of all students, and minimizes the cost for intervention. Even with BDT,
the false alarms still exist and will require additional costs in time and money for the interventions.
However, we believe that the benefit of preventing dropout students exceeds the cost for interventions.
For example, in Ohio in the United States, the median earnings of a high school dropout are $17,748,
whereas the ones of high school graduates are $26,207 [35]. The additional earning of $8,459 a year
would be accumulated over a lifetime of a single individual.

The results of this study should be interpreted with caution because of the different nature of
performance metrics. Sensitivity and specificity are independent of the prevalence of positives in
the population, whereas positive and negative predictive values are influenced by the prevalence of
positives in the population. Therefore, if our predictive modeling were transported to a population
with higher frequencies of dropouts, the sensitivity would remain the same because the sensitivity
is the characteristic of a test, but the positive predictive value would increase because the positive
predictive value reflects the population.

In machine learning, the quality of training data is a critical factor that determines the performance
of predictive models. The NEIS is an ideal database for developing the dropout early warning
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system in South Korea for several reasons. First, the NEIS database contains information about
more than six million students’ basic information, academic achievement, absence, health and
so on. Therefore, the NEIS can provide various students’ features to build an effective dropout
early warning system. Second, the NEIS has been used during the past 20 years in South Korea.
Therefore, teachers are well trained in using the NEIS system, which also improves the quality of data.

There are some limitations to the present study. First, our access to the NEIS database was limited
in this study. Although we included the key risk indicators for dropout prediction in our analysis,
we were not able to access many other features in the NEIS database, such as teachers’ evaluation of
students, at the time of our analysis. We expect that the performance of our prediction model could
be improved by adding those additional features in the future. Second, our predictive model only
predicts students at risk of dropping out of school. Recent advances in predictive modeling enable us
to estimate heterogeneous treatment effects to understand those who can effectively be intervened [36].
Such information would be very useful in designing and implementing prevention programs.

In sum, we aimed to build a dropout early warning system that maximizes our chance of
supporting the successful learning of all students, and minimizes the cost for intervention by
addressing the class imbalance issue using the SMOTE and ensemble methods in machine learning,
and also by evaluating the trained classifiers with both ROC and PR curves. ROC curves were not very
informative, whereas PR curves were informative. According to our PR curves, BDT showed the best
performance. Considering the prevalence of the class-imbalance issue in other educational outcomes,
this study has implications for other educational studies using predictive modeling as well.
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