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Abstract: Recent outbreaks of infectious diseases remind us the importance of early-detection systems
improvement. Infodemiology is a novel research field that analyzes online information regarding
public health that aims to complement traditional surveillance methods. However, the large volume
of information requires the development of algorithms that handle natural language efficiently.
In the bibliography, it is possible to find different techniques to carry out these infodemiology
studies. However, as far as our knowledge, there are no comprehensive studies that compare the
accuracy of these techniques. Consequently, we conducted an infodemiology-based study to extract
positive or negative utterances related to infectious diseases so that future syndromic surveillance
systems can be improved. The contribution of this paper is two-fold. On the one hand, we use
Twitter to compile and label a balanced corpus of infectious diseases with 6164 utterances written in
Spanish and collected from Central America. On the other hand, we compare two statistical-models:
word-grams and char-grams. The experimentation involved the analysis of different gram sizes,
different partitions of the corpus, and two machine-learning classifiers: Random-Forest and Sequential
Minimal Optimization. The results reach a 90.80% of accuracy applying the char-grams model with
five-char-gram sequences. As a final contribution, the compiled corpus is released.

Dataset License: CC0

Keywords: infodemiology; opinion mining; information retrieval

1. Introduction

Epidemics exert great pressure on public health services because they can collapse health services
and cause panic among society. Although epidemic outbreaks have been appearing since antiquity
(black plague, Spanish flu, cholera, etc.), even in the 21st century they are still one of the most serious
problems in current society. Recent events, such as the Severe Acute Respiratory Syndrome (SARS)
in 2012, the Influenza H1H1 Pandemic in 2009, or recent cases of the Zika virus in Central America,
remind us of the serious impact that the outbreaks of infectious diseases cause on many spheres of
the society. The World Health Organisation (WHO) annually offers a series of global health statistics,
consisting of data from 194 countries. In its 2018 report (https://apps.who.int/iris/bitstream/handle/
10665/272596/9789241565585-eng.pdf?ua=1), WHO reported that neglected tropical diseases (NTDs)
required mass or individual treatment for 1.5 billion people.
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Infodemiology is a novel research field that consists of the analysis of online information regarding
public health that aims to complement traditional surveillance methods and, therefore, improve the
early detection of these outbreaks [1]. Internet content can be exploited, either by monitoring query
searches and by the analysis of the user’s opinions on social networks. However, both scenarios
deal with large volumes of information. It is necessary, therefore, to develop efficient algorithms for
Information Retrieval (IR) specialized in surveillance tasks, but the challenge lies in the fact that these
algorithms need to handle texts written in natural language that express subjective concerns in an
efficient way.

Consequently, in this work we conducted an infodemiology-based study to detect positive or
negative utterances related to infectious diseases so that future syndromic surveillance systems could be
improved. In addition, this study compares two different information retrieval models: (1) word-grams
and (2) char-grams. As a final contribution, we provide a balanced corpus of tweets compiled from
countries from Central America related to the mosquito-borne infectious diseases domain.

Specifically, the contributions of this work can be summarized as:

1. Development of a balanced corpus of mosquito-borne infectious diseases composed by 6124 tweets
written in the Spanish. This corpus was manually labelled by different volunteers that worked
individually. Therefore, the corpus is ordered by consensus, with the tweets that the volunteers
agreed on the most in the first positions.

2. Compare the accuracy between two Information Retrieval models: Word-grams and Char-grams.
The comparison is performed against different partitions of the corpus and between two
machine-learning classifiers: random-forest (RF), a decision-tree classifier, and sequential minimal
optimization (SMO), a support vector machines (SVM) classifier.

The remainder of this paper is organized as follows: Section 2 provides some background
information concerning infodemiology and opinion mining. Section 3 describes the development of
the corpora used in this research. Section 4 describes the experiment performed whereas Section 5
contains the link to the resources generated. Finally, Section 6 summarizes the conclusions of the paper
and indicates further line actions.

2. Background Information

In this paper we conduct an infodemiolgy-based study to predict subjective opinions
towards infectious diseases. Accordingly, this section contains background information regarding
(1) infodemiology (see Section 2.1) and (2) opinion mining (see Section 2.2).

2.1. Infodemiology

Traditional surveillance systems involved to track data from different sources, such as school
absenteeism logs or emergency call systems. However, the design of effective and reliable methods
to detect outbreaks is a challenge because the interval between a person becomes infected until their
diagnosis is confirmed can be delayed from weeks to months. Moreover, this situation is aggravated in
areas where there are not reliable resources for diagnosis, so the infection may remain undetected or
be diagnosed when the treatment is less effective.

Infodemiology may be defined as the science that deals with information on the Internet with the
aim to inform public health and public policy [2]. This research field has different benefits. For example,
infodemiology facilitates the extraction of feedback from patients, since they have more confidence
and are calmer at home, an environment that encourages sincerity, since its privacy is often perceived
as absolute.

To conduct infodemiolgy studies it is necessary to find data sources that can be processed.
On the one hand, some researches used search queries to obtain the information. In this sense, Google
Trends is the de facto data source. Forough et al. [3] used Google Trends to analyze search queries
regarding cancer to determine the distribution of information seeking in English-speaking countries.
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Their results show a seasonality pattern in searching for cancer. Mavragani et al. [4] measured the
online seeking behaviour towards asthma in the United States from 2004 to 2015 with the objective of
predict future trends regarding asthma. Their results show robust forecasting models for a five-year
period. However, Google Trends is not the only data-source used for search queries. Wikipedia,
for example, is another popular data-source that has been used to analyze the searching behaviour
towards epilepsy and epileptic seizures for English-speaking internet users [5]. On the other hand,
social networks, especially Twitter, is the other major Infodemiology data source. In this sense,
Alessio et al. [6] analyzed tweets related to the health domain, showing how and when people make
use of the internet with the aim of providing clues about future health concerns and expectations.
Other works, such as [7] explored the reliability of Twitter as a real-time content and sentiment
trend-tracking tool by the analysis of two million Twitter posts about swine flu, swineflu, and H1N1.
Their results indicate that tweets containing information from news websites were the most popular
sources, over government and health agencies.

Ideal infodemiology systems should work in real time and produce reliable evidence-based
content [8]. To achieve these goals, it is necessary the existence of corpora that permit to validate new
tools and methods. Mike Conway et al. [9] published a gold-standard corpus to test how syndromic
surveillance systems are able to identify semantics with respect to disease outbreak events. This corpus
contains 200 documents based on news, with geographic metadata and specific information of different
infectious diseases such as bird flu. A more recent corpus can be found in [10], where the authors
compiled 1090 tweets to identify texts written in Filipino related to infodemiology. However, as far as
our knowledge, the corpus is not publicly available.

2.2. Opinion Mining

Opinion mining (OM) is a natural language processing (NLP) technique that creates predictive
models capable of inferring the subjective opinion towards a specific topic. Opinion mining can
handle different degrees of specificity. In their most simpler approach, it can classify documents as
a whole (document-level classification), by predicting an unique sentiment in the whole document.
Document-level approaches are effective when the goal is to discover a general predisposition. Besides,
when the documents to be classify are large, document-level is more reliable than other approaches
because it provides better word co-occurrence for finding discriminating features. Nevertheless,
as users can like or dislike certain aspects of the same topic, or even express contradictory ideas,
it is possible to split the documents into: (1) sentences (sentence-level classification) or (2) aspects
(aspect-level classification). An an aspect level classification consists of the representation of sentiments
as triplets {user, feature, sentiment}. In this sense, ontologies have been proved to be an effective
method to extract the aspects for an specific domain [11–16].

The polarity of an utterance can be obtained by two approaches: (1) semantic-orientation,
and (2) machine-learning. Semantic-orientation consists of the identification of specific linguistic
units that are associated to sentiments. In this sense, it is needed the use of lexicons such as
SentiWordNet [17], that contains words with scores related to positive and negative sentiments.
A machine-learning approach, on the other hand, consists of the training of a machine-learning
classifier from a labelled corpus.

A machine-learning approach requires to encode texts as vectors. Bag of words (BoW) is a
statistical-model that measures the frequency of each word in the corpus. BoW model is widely
used as a baseline model for some NLP tasks; however, it presents some drawbacks: (1) it considers
words without context, so it does not take into account linguistic phenomenons such as the figurative
language, the presence of typos, or grammatical errors; (2) it is not truly language-independent.
Language independence means that, once an algorithm is developed, it can trivially be extended
to another language as long as we have available a large amount of training data. But in the BoW
model, this is only true for non-agglutinative and western languages, such as Spanish, English,
Italian or Portuguese, where words usually have a single inflectional morpheme to denote multiple
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grammatical, syntactic, or semantic features. In agglutinative languages, on the other hand, complex
words are formed by stringing together morphemes without changing them in spelling or phonetics
which hinders the frequency of the word-grams; and (3) it suffers from the curse of dimensionality,
because it tends to create over-fitted models due to the vocabulary size. This problem is aggravated in
agglutinative languages because it produces a large number of word forms that can be obtained from
a single root. In order to solve these drawbacks some researchers have proposed different alternatives.
For example, some researchers argue that the use combinations of joint words minimize the absence
of context [18]. In this sense, bigrams and trigrams are capable of extract concepts expressed with
compound words, such as the bigram New York instead of the unigrams New and York.

On the other hand, n-grams generates even large vectors that aggravate the high dimensionality
problem and may introduce redundant features. The usage of sequences of characters (char-grams),
instead words, has also been proposed [19]. Char-grams presents some advantages over the
word-grams model: First, char-grams capture (1) lexical information, such as the use of punctuation
symbols, and (2) morphological information, such as prefixes or suffixes. Second, char-grams are
robust against grammatical errors, because a misspelled word and its correct version should share
common char-grams. Third, char-grams can deal with agglutinative languages because it is capable of
extract the individual phonemes from compound words.

Apart from the statistical models, there are linguistic models which represents texts written in
natural language as the percentage of psychological-relevant words what convey what the text say, and
how it says it. LIWC [20] is a tool widely used for conducting opinion mining that has been applied
to different domains, such as the financial domain [21], or deceit detection [22]. However, linguistic
models present the drawback that they are highly language-dependant so it is difficult to adapt them
to other languages.

3. Methods

In this work, a balanced corpus formed by 6164 tweets was compiled and manually classified. The
description of this corpus is explained in Section 3.1. The statistical models and the machine-learning
classifiers are explained in Section 3.2. Finally, Sections 3.3 and 3.4 contains the description of results
obtained by the word-gram model, and the char-gram model respectively.

3.1. Data Acquisition

The creation of healthcare web-based data involves mainly two steps. The first step consisted of
the data acquisition, whereas the second step involved human intervention for classifying and checking
the results. Machine learning techniques required an existing labelled corpus to work. The manual
classification and labelled of a corpus is a very time-consuming task. Distant supervision is a technique
that consists of the automatic classification of the texts based on certain hypothesis [23] such as the
presence of emoticons for satire identification. However, distant-supervision is not always possible.

We used Twitter, a popular micro-blogging platform, as the data-provider for corpus compilation.
In Twitter, users can create and share their opinions in micro-posts of 248 characters maximum known
as tweets. In Twitter, (1) posts are public and easy to obtain by using Twitter API. In addition, (2) due
to the text limit of the posts, it is easy to spot posts focused in one specific topic. These two facts has
leaded Twitter to be widespread used for text-analysis experiments.

We used a self-developed tool that uses Twitter API to obtain, systematically, tweets that contain
the terms related to neglected tropical diseases: zika, chinkungunya, malaria and dengue. These tweets
were compiled from some countries of Central America, with the geographical coordinates (−0.1596997,
−78.452125313) with a radius of 1500 kilometres. This area includes the countries of Central America
such as Ecuador, Colombia, and Panama. It also includes some areas from Venezuela, Peru, and Brasil
(see Figure 1). Then, we apply a normalization process to the tweets consisted in transform some
entities, such as hyperlinks, to fixed tokens and to remove duplicated items.
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Figure 1. Geographical area from Central America where tweets were collected.

As no reliable techniques for distant-supervision were identified, we relied in a manual
classification. Tweets were manually classified by a total of 20 volunteers from the University of
Guayaquil. Volunteers were provided with a manual of the tool, and with some examples concerning
what kind of statements are expected to be positive, negative, neutral, and out-of-context tweets.
During the classification stage, the performance of the volunteers were monitored in order to
identify possible issues as soon as possible. Each week, the performance of each volunteer was
measured individually to ensure that the number and quality of the ratings were constant. The overall
performance of the volunteers among time is shown in Figure 2 that illustrate the classification process.
We can observe that the work was continuous during the weekdays.

Figure 2. Volunteers performance over time. Each colour represents a different classification, where
green represents positive tweets, red represents negative tweets and grey colours represents neutral
and out-of-context tweets. The horizontal axis is measured with GMT+01:00.

Each tweet was rated individually by different volunteers. This strategy allowed us to
obtain a global score that indicates the level of agreement, or disagreement, among the volunteers.
A screen-capture of this tool is shown in Figure 3. In a nutshell, the volunteers opened the tool
using a log-in system. Once the volunteers were authenticated, the system generated a random list
of tweets still unrated by him. Then, each volunteer can rate each tweet assigning one option from a
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drop-down list. The texts were normalized version of the tweets, without images nor links. However,
it was possible to volunteers to visualize the original tweet from Twitter. However, volunteers were
discouraged to do it because we were only interested in the sentiment of the text, but not the sentiment
of external resources or media.

Figure 3. Screen-capture of the corpus classifier tool with some examples of tweet.

As a result, a balanced corpus composed by 3082 positive tweets and 3082 negative tweets was
obtained. In total, the corpus contains 3719 different accounts from Twitter with a mean of 1.39 tweets
per account with a standard deviation of 0.98. The large amount of users suggests that this corpus
represents an heterogeneous group of users, such as individuals, media or organizations. In addition,
the performance of the volunteers was also monitored. Volunteers performed 2567 ratings of average,
reaching to 51,359 ratings. The metrics of the corpus are summarized in Table 1. As a side-note, the
extraction of the corpus started from November, 2017. A preliminary version of this corpus was used
in previous works of our research group [24,25].

Table 1. Corpus statistics.

Key Value

Tweets 6164
Tweets labelled as positive 3082
Tweets labelled as negative 3082

Unique Twitter Accounts 3719
Tweets per account (mean) 1.39
Tweets per account (stddev) 0.98

Tweets before classification 10,018
Volunteers 20
Ratings performed 51,359
Ratings per volunteer 2567.95

Then tweets were sorted by agreement. Each rating of the volunteers score 1 point for positive
and very positive tweets and score −1 point for negative and very negative tweets. Tweets with a total
score near 0 means that they had contradictory ratings and its sentiment was not clear. We used these
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scores to divide the corpus into smaller chunks. The smaller version of the corpus consisted of the 100
elements with major score among the volunteers (50 positive and 50 negative). Then, we doubled the
amount of tweets until we reached the maximum of the available tweets.

In addition, as statistical-models tend to generate large amounts of features, we applied a cut-off
filter for removing uninformative grams, based on the assumption that those rare grams represented
obscure words, misspellings or non-words. The threshold of the cut-off filter was set as 5%. This value
was selected after trying different values in order to keep only the more significant grams for larger
corpora corpus-6 and corpus-7. Table 2 shows the details of the all the generated corpora.

Table 2. Details of the corpora splits.

Fold Size Positive Negative Cut-Off Filter

corpus-1 100 50 50 0
corpus-2 200 100 100 0
corpus-3 400 200 200 0
corpus-4 800 400 400 0
corpus-5 1600 800 800 0
corpus-6 3200 1600 1600 1
corpus-7 6164 3082 3082 2

3.2. Statistical Models

We used word-grams and char-grams as statistical models (see Section 2.2). In addition,
we applied the term-frequency-inverse document frequency (TF-IDF) to measure the relevance of each
feature. Specifically, the normalized term frequency of TF was applied. This version of the algorithm
divides the number of times that an specific feature appears in the text by the number of features
extracted (see Equation (2)). This normalization over the term-frequency (TF) helps to prevent bias in
longer or shorter documents.

TF-IDF = TF ∗ IDF (1)

TF = number_o f _occurrences/number_o f _grams (2)

IDF = log2 corpus_size/documents_with_terms. (3)

For the comparison between the statistical models, we have selected two machine-learning
classifiers: (1) RF and (2) SMO. On the one hand, RF is a classification algorithm based on a decision
tree [26]. It is an ensemble method, so this technique combines the predictions from multiple
machine-learning algorithms together to make more accurate predictions than any individual model.
Specifically, Random-Forest is an improvement over bagged decision-trees because the sub-trees are
learned to produce less correlation and the results are not over-fitted. On the other hand, SMO is a
SVM method, that is a classification algorithm which finds the optimum hyper-plane that distinctly
separates the classes in a data-set [27]. SMO can be used to model non-linear relationships used in
conjunction, such as specific kernels. However, to find which kernel is most suitable for specific data
is a trial–error experiment. To solve this issue we chose a universal kernel based on the Pearson VII
function (PUK) [28]. RF and SMO were selected because (1) SMO is an algorithm that can handle
non-linearly separable data what it may the case of high-dimensionality problems; (2) RF, although it is
not straightforward, allows the use of interpretation techniques that involves to understand what are
the features which mostly contributes to its outputs. In this sense, Anna Palczewska et al., proposed
in [29] a method capable of determining the influence of each feature variable for specific instances;
(3) both algorithms were applied in the past to perform NLP [30]; and (4) decision-trees and SVM were
included among the 25 best classifiers identified in a deep analysis performed in [31].

The experiments described in this paper were executed in the WEKA platform [32]. Both
machine-learning classifiers were trained with a 10-fold cross validation approach. The comparison
between the machine learning classifiers was performed by comparing its accuracy (see Equation (4)),
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because it was simple to measure, and because the corpus was balanced, so there was not a dominant
class which can lead to high accuracy rates only predicting the dominant class. In addition, the
measures of precision (see Equation (5)), recall (see Equation (6)) and F-measure (see Equation (7))
were used in the experiment.

Accuracy = TP + TN/(TP + TN + FP + FN), (4)

Precision = TP/(TP + FP) (5)

Recall = TP/(TP + FN) (6)

F − Measure = 2 ∗ (Precision ∗ Recall)/(Precision + Recall) (7)

where TP (true positives) is the number of tweets classified as positive and, indeed, they are positive;
TN (true negatives) is the number of tweets classified as negative and they are negative; FP (false
positives) is the number of tweets classified as positive but they were negative; and, finally, FN (false
negatives) stands for the the number of tweets classified as negative but they were labelled as positive.

3.3. Word Gram Model

To generate the features for the word-gram model, we defined the word-delimiter token.
In Spanish, words with underscores and/or hyphens are usually treated as individual units because
hyphens as used in Spanish (1) to join two first names, when the second one can be confused with the
surname; (2) to establish circumstantial relationships among proper names; (3) to create compounds
terms by the union of two nouns, of which the second acts, in apposition, as modifier of the first,
forming both a unitary concept; (4) to establish relationships among concepts or units; and (5) to create
a division of words at the end of the line. Then, HTML tags, numbers, and hyperlinks were stripped
from the text and sequences of two or more consecutive spaces and line-breaks were merged. Once the
normalization process was finished, the unigrams, bigrams and trigrams were extracted. For example,
the tweet virus con síntoma del zika avanza en el Zulia (in English, virus with symptoms of Zika
advances in Zulia) produced the following unigrams: avanza, con, del, el, en, síntoma, virus, zika and
zulia. Finally, a vector containing the TF-IDF scores per feature was generated. These vectors were
used as input for the machine-learning classifiers.

The results of the different configurations are described below. First, the results of the performance
of applying unigrams, bigrams, and trigrams, used in isolation, for the word-gram model are shown in
Table 3. The results highlight that unigrams achieve better accuracy than bigrams and trigrams. SMO
achieved its best result on the corpus-3 with an accuracy of 90.50%. The accuracy of RF was slightly
lower, with 88.00% with the same corpus. The relationship between the accuracy of unigrams with the
corpus size is shown in Figure 4 for RF and in Figure 5 for SMO. In these figures we can observe how
RF and SMO behaved similar from corpus-1 (100 tweets) to corpus-6 (3200 tweets) for unigrams. The
accuracy decreased in corpus-7 (6164 tweets) with 77.90% for RF and 77.30% for SMO. This loss of
accuracy is caused by the cut-off filter because, as the corpus size gets larger, some features do not pass
the threshold.

Regarding the bigrams, the results shown in Table 3 indicate that word-pairs achieve good
performance in all corpus for both classifiers, RF with a mean of 73.76% and a standard deviation of
5.46% and SMO with a mean of 75.06% and a standard deviation of 6.23%. As expected, the accuracy
of the bigrams was less than in the unigrams. The relationship between the accuracy of bigrams with
the corpus size is shown in Figure 4 for RF and in Figure 5 for SMO. In these figures we can observe
how both models begin with little accuracy in the small corpus, reach their peaks of accuracy in the
intermediate-sized corpus and, finally, decrease linearly their accuracy each time the corpus size is
doubled. The use of trigrams achieved the lowest results, behaving in some cases as random classifiers.
However, the use of trigrams (or even bigger grams) should not be dismissed so lightly, because they
can represent idioms or quotes much better than unigrams.
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With respect to the classification algorithms, it can be seen that SMO achieved better results
than RF in unigrams, bigrams and trigrams models. The difference in unigrams is significant, SMO
achieves an accuracy of 90.50% for corpus-3 since RF achieves an accuracy of 88.00%. On the other
hand, the differences in the results of SMO and RF in trigrams decreases. SMO model achieves better
accuracy than RF because SMO is performs better on sparse data. Word-grams model tends to produce
large amounts of features but only a small fraction of these features may have a value greater than
zero. In addition, we can observe that the difference between SMO and RF was stable among the
different corpus.

Figures 4 and 5 show that unigrams always achieved better accuracy than bigrams or trigrams.
SMO improved slightly the accuracy of RF in the case of unigrams, but the overall behaviour of both
models was similar (except when comparing RF and SMO in corpus-1).

Table 3. Performance of unigrams, bigrams and trigrams for the word-gram model.

Unigrams

RF SMO

Set P R F1 ACC P R F1 ACC

corpus-1 85.00 85.00 85.00 85.00 86.20 86.00 86.00 86.00
corpus-2 85.60 85.50 85.50 85.50 85.90 85.50 85.50 85.50
corpus-3 88.20 88.00 88.00 88.00 90.70 90.50 90.50 90.50
corpus-4 87.40 87.40 87.40 87.40 89.40 89.40 89.40 89.40
corpus-5 87.90 87.90 87.90 87.90 88.50 88.40 88.40 88.40
corpus-6 85.60 85.50 85.50 85.50 85.70 85.50 85.50 85.50
corpus-7 78.00 77.90 77.90 77.90 77.40 77.30 77.20 77.30

Bigrams

RF SMO

Set P R F1 ACC P R F1 ACC

corpus-1 69.20 69.00 68.90 69.00 68.00 68.00 68.00 68.00
corpus-2 77.50 77.00 76.90 77.00 77.50 77.00 76.90 77.00
corpus-3 81.40 81.00 80.90 81.00 85.70 84.50 84.40 84.50
corpus-4 79.50 78.40 78.20 78.40 81.60 80.10 79.90 80.10
corpus-5 75.80 74.60 74.20 74.60 77.70 76.10 75.70 76.10
corpus-6 70.30 70.20 70.20 70.20 72.10 72.00 71.90 72.00
corpus-7 67.20 66.10 65.50 66.10 68.80 67.70 67.20 67.70

Trigrams

RF SMO

Set P R F1 ACC P R F1 ACC

corpus-1 70.00 69.00 68.60 69.00 73.00 70.00 69.00 70.00
corpus-2 68.50 67.50 67.10 67.50 69.10 68.50 68.30 68.50
corpus-3 68.10 67.30 66.90 67.30 68.80 67.50 66.90 67.50
corpus-4 76.70 68.40 65.70 68.40 79.40 69.60 66.90 69.60
corpus-5 74.40 66.30 63.30 66.30 76.70 67.40 64.30 67.40
corpus-6 71.50 63.40 59.70 63.40 72.60 64.10 60.30 64.10
corpus-7 69.20 59.90 54.40 59.90 69.10 60.00 54.60 60.00
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Figure 4. Word-grams: unigrams, bigrams and trigrams of random-forest (RF) classifier per corpora.

Figure 5. Word-grams: unigrams, bigrams and trigrams of sequential minimal optimization (SMO)
classifier per corpora.

Different combinations of unigrams, bigrams and trigrams to detect if there is any improvement
were also studied. The results for combinations of (1) unigrams and bigrams, (2) bigrams and trigrams,
and, finally, (3) unigrams, bigrams and trigrams are shown in Table 4.
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Table 4. Performance of combinations of unigrams, bigrams and trigrams.

Unigrams and Bigrams

RF SMO

Set P R F1 ACC P R F1 ACC

corpus-1 85.10 85.00 85.00 85.00 79.60 79.00 78.90 79.00
corpus-2 88.20 88.00 88.00 88.00 86.10 86.00 86.00 86.00
corpus-3 89.10 89.00 89.00 89.00 89.30 89.30 89.20 89.30
corpus-4 88.20 88.10 88.10 88.10 88.50 88.50 88.50 88.50
corpus-5 87.90 87.80 87.80 87.80 88.10 88.10 88.10 88.10
corpus-6 85.90 85.80 85.80 85.80 85.20 85.20 85.10 85.20
corpus-7 78.80 78.70 78.70 78.70 78.20 78.10 78.00 78.10

Bigrams and Trigrams

Set P R F1 ACC P R F1 ACC

corpus-1 67.20 67.00 66.90 67.00 68.10 68.00 67.90 68.00
corpus-2 77.30 76.50 76.30 76.50 76.40 76.00 75.90 76.00
corpus-3 80.30 80.00 79.90 80.00 85.60 84.30 84.10 84.30
corpus-4 78.60 77.50 77.30 77.50 81.50 80.00 79.80 80.00
corpus-5 75.60 74.30 74.00 74.30 77.60 75.90 75.60 75.90
corpus-6 70.30 70.30 70.30 70.30 72.20 71.80 71.70 71.80
corpus-7 67.20 66.10 65.50 66.10 68.70 67.60 67.10 67.60

Unigrams, Bigrams and Trigrams

RF SMO

Set P R F1 ACC P R F1 ACC

corpus-1 83.10 83.00 83.00 83.00 77.50 77.00 76.90 77.00
corpus-2 87.70 87.50 87.50 87.50 85.10 85.00 85.00 85.00
corpus-3 90.00 89.80 89.70 89.80 88.30 88.30 88.20 88.30
corpus-4 88.30 88.30 88.20 88.30 88.10 88.10 88.10 88.10
corpus-5 87.00 86.90 86.90 86.90 87.60 87.60 87.60 87.60
corpus-6 86.20 86.10 86.10 86.10 85.00 84.90 84.90 84.90
corpus-7 78.70 78.70 78.70 78.70 77.60 77.50 77.50 77.50

The combination of unigrams and bigrams, shown in the first section of Table 4, improved the
accuracy obtained by unigrams applying RF. However, this increment was slightly, with 89.00%. With
SMO, the accuracy presents a slight reduction with 89.30%.

The combinations of unigrams, bigrams and trigrams achieve the best accuracy for the corpus-3
with 89.80% for RF and 88.30% for SMO. The comparison of these results with individual unigrams,
bigrams or trigrams presents two differences. On the one hand, RF increased the accuracy from 88.00%
to 89.70%. SMO, on the other hand, decreased its accuracy from 90.50% to 88.30%. Compared to
bigrams, RF and SMO improved their accuracy, RF with 89.80% and SMO with 88.30%. When compared
with trigrams, the best accuracy of both classifiers is reached with the smaller corpus (corpus-1).

With respect to the classification algorithms, it can be seen that SMO achieves better results than
RF in unigrams in the combination of (1) unigrams and bigrams, (2) bigrams and trigrams. However,
RF achieves slightly better accuracy for the combination of unigrams, bigrams and trigrams. In this
experiment, some features are dependant for other because we have features to represent the same
concepts. For example, the expression El Zika, which stands for the Zika disease will produce the
following word-grams: Él (The), Zika, El Zika. In this sense, these features are redundant and they
do not add relevant information. RF internally selects optimal splits so redundant features should
not affect them. However, massive redundancy it could cause that the the redundant feature-set was
selected instead better splits decreasing the quality of the model.

When comparing SMO and RF with smaller corpus size, we can observe how there is a major
difference between them. SMO achieves lower results, specially significantly for the combination of
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unigrams and trigrams and the combination of unigrams, bigrams and trigrams. In this sense, as the
features have more redundancy, SMO is not capable of perform a good separation of the positive and
negative classes.

Figures 6 and 7 shows the relationship between the accuracy with the corpus size for the RF and
SMO classifiers, respectively.

Figure 6. Combinations of unigrams and bigrams, bigrams and trigrams, and unigrams, bigrams and
trigrams for the random-forest (RF) classifier.

Figure 7. Combinations of unigrams and bigrams, bigrams and trigrams, and unigrams, bigrams and
trigrams for the Sequential Minimal Optimization (SMO) classifier.

3.4. Char-Grams Models

In this suite of experiments, we applied the char-gram model instead of the word-gram model.
Char-grams were generated similar to word-grams. In a nutshell, the pipeline can be described
as follows. First, tweets were transformed to lowercase; then, non-informative characters, such as
line-breaks, tabs, html entities, or non-ascii characters were removed and, finally, multiple spaces were
collapsed into single spaces. If we take the example that we used above to illustrate the output features
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for the word-gram models, the same text (virus con síntoma del zika avanza en el Zulia), generates the
following five-length char-grams: _avan, _con_, _del_, _el_z, _en_e, _sínt, _zika, _zuli, a_ava, a_del,
a_en_, anza_, avanz, con_s, del_z, el_zi, el_zu, en_el, ika_a, íntom, irus_, ka_av, l_zik, l_zul, ma_de,
n_el_, n_sín, ntoma, nza_e, oma_d, on_sí, rus_c, s_con, sínto, toma_, us_co, vanza, virus, za_en, zika_.

First, the results of the performance of applying five-, six-, seven- and eight-length char-grams for
the char-gram model are shown in Table 5.

Table 5. Results with five-, six-, seven- and eight-length char-grams.

Five-Char-Grams

RF SMO

Set P R F1 ACC P R F1 ACC

corpus-1 87.00 87.00 87.00 87.00 81.80 80.00 79.70 80.00
corpus-2 89.30 89.00 89.00 89.00 84.00 84.00 84.00 84.00
corpus-3 91.00 90.80 90.70 90.80 89.80 89.80 89.70 89.80
corpus-4 90.10 90.10 90.10 90.10 90.00 90.00 90.00 90.00
corpus-5 89.30 89.30 89.20 89.30 89.50 89.50 89.50 89.50
corpus-6 88.10 88.10 88.10 88.10 86.90 86.90 86.90 86.90
corpus-7 80.60 80.60 80.60 80.60 81.10 81.00 81.00 81.00

Six-Char-Grams

RF SMO

Set P R F1 ACC P R F1 ACC
corpus-1 78.00 78.00 78.00 78.00 70.30 70.00 69.90 70.00
corpus-2 86.70 86.00 85.90 85.00 82.50 82.50 82.50 82.50
corpus-3 89.90 89.80 89.70 84.30 89.80 89.80 89.70 89.80
corpus-4 85.90 85.90 85.90 83.30 87.60 87.60 87.60 87.60
corpus-5 85.00 84.90 84.90 83.60 85.00 84.90 84.90 84.90
corpus-6 83.10 83.00 82.90 79.80 85.30 85.10 85.10 85.10
corpus-7 75.60 75.20 75.20 72.70 77.60 77.10 77.00 77.10

Seven-Char-Grams

RF SMO

Set P R F1 ACC P R F1 ACC
corpus-1 79.00 79.00 79.00 76.00 72.10 72.00 72.00 72.00
corpus-2 85.50 85.00 84.90 83.00 84.10 84.00 84.00 84.00
corpus-3 85.00 84.80 84.70 83.50 85.90 85.50 85.50 85.50
corpus-4 84.60 84.30 84.20 83.30 86.00 85.50 85.40 85.50
corpus-5 84.10 83.80 83.70 82.30 84.00 83.70 83.60 83.70
corpus-6 80.90 80.50 80.40 78.00 81.70 81.10 81.00 81.10
corpus-7 73.90 72.80 72.40 70.40 74.40 73.70 73.60 73.70

Eight-Char-Grams

RF SMO

Set P R F1 ACC P R F1 ACC
corpus-1 78.00 78.00 78.00 78.00 70.30 70.00 69.90 70.00
corpus-2 86.70 86.00 85.90 86.00 82.50 82.50 82.50 82.50
corpus-3 89.90 89.80 89.70 89.80 89.80 89.80 89.70 89.80
corpus-4 85.90 85.90 85.90 85.90 87.60 87.60 87.60 87.60
corpus-5 85.00 84.90 84.90 84.90 85.00 84.90 84.90 84.90
corpus-6 83.10 83.00 82.90 83.00 85.30 85.10 85.10 85.10
corpus-7 75.60 75.20 75.20 75.20 77.60 77.10 77.00 77.10

The results concerning fixed length char-grams, shown in Table 5, indicate a minor improvement
con respect word-grams. First, the results for five-char-grams achieve its best accuracy for the RF
classifier and corpus-3 with a 90.70%; SMO, however, requires the double of tweets to reach until an
accuracy of 90.00%. With sequences of six-char-grams, the overall accuracy of both classifiers decreases,
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but in different level; whereas SMO only losses an 0.20% of accuracy (89.80%), RF decreases an 5.70%
(85.00%). Similar to the five-char-grams, SMO also requires the double of tweets than RF to achieve its
best result. The best accuracy is obtained with seven-char-grams for RF and SMO requires less tweets
that the best accuracy for the six-char-grams. As we increase the length of the char-grams to seven,
we can observe how the accuracy of the model decreases gradually reaching to an 83.30% for the RF
classifier and to 85.50% for SMO; both with the corpus-3. The results for the eight-char-grams achieve
a best accuracy for the RF classifier with 85.00% with the corpus-1 and SMO achieves an 89.80% with
the corpus-3.

The usage of char-grams instead of word-grams have reduced the sparsity of the data. However,
there are much more redundant features in the corpora. As we are applying supervised learning
for prediction, this extra features does not lowers the accuracy. However, they increase the storage
and speed concerns. In addition, the differences between RF and SMO with smaller corpus size are
significant. With unigrams, bigrams and trigrams, SMO and RF achieve similar results (See Table 3).
However, char-grams performed worse with less corpus-size. This was due to the same features being
able to appear both in positive and negative tweets and SMO was not capable of performing a good
separation between then.

The accuracy among the size of the corpus for the RF model is shown in Figure 8 and for the
SMO model in Figure 9. We can observe the accuracy of five, six and seven char-grams achieve a peak
of the accuracy for the corpus-3. As the number of tweets increases, the accuracy of each length of
char-grams keeps the same distance, with the best accuracy of five-char-grams and decreases a mean
of 2.5% each time we increase in 1 the length of the char-grams sequences.

The results for the combinations of {5, 6}, {6, 7} and {7, 8} char-grams are shown in Table 6.
These results indicate that, as long has we increase the length of the char-grams, the performance of
the classifiers decreases slightly. In concrete, the accuracy of RF goes down from 90.50%, with the
combinations of {5, 6} char-grams, to 89.80% with the combination of {6, 7} char-grams and, finally, until
88.00%. Comparing SMO, we observed a similar loss of accuracy; from 89.30% with the combination
of {5, 6} char-grams, to 88.50% with the combination of {6, 7} until 88.30% with the combination of {7, 8}
char-grams. We can also observe that there was less accuracy with the fixed char-grams individually,
where RF achieved also an accuracy of 90.80% with five-char-grams and SMO 90.00% (see Table 5).

Figure 8. Comparison of the accuracy between five-, six-, seven- and eight-char-grams for the
RF classifier.
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Figure 9. Comparison of the accuracy between five-, six-, seven- and eight-char-grams for the
SMO classifier.

Table 6. Results using pair combinations of fixed-length characters for the char-gram model.

Combination of Five- and Six- Char-Grams

RF SMO

Set P R F1 ACC P R F1 ACC

corpus-1 85.10 85.00 85.00 85.00 79.70 78.00 77.70 78.00
corpus-2 89.00 88.50 88.50 88.50 83.60 83.50 83.50 83.50
corpus-3 90.70 90.50 90.50 90.50 89.30 89.30 89.20 89.30
corpus-4 90.40 90.40 90.40 90.40 89.10 89.10 89.10 89.10
corpus-5 89.30 89.30 89.30 89.30 88.70 88.70 88.70 88.70
corpus-6 87.70 87.70 87.70 87.70 86.70 86.70 86.70 86.70
corpus-7 80.50 80.50 80.50 80.50 80.80 80.70 80.70 80.70

Combination of Six- and Seven-Char-Grams

RF SMO

Set P R F1 ACC P R F1 ACC
corpus-1 81.00 81.00 81.00 81.00 73.10 71.00 70.30 71.00
corpus-2 88.60 88.00 88.00 88.00 84.60 84.50 84.50 84.50
corpus-3 89.90 89.80 89.70 89.80 88.80 88.80 88.70 88.80
corpus-4 88.00 88.00 88.00 88.00 87.90 87.90 87.90 87.90
corpus-5 86.50 86.40 86.40 86.40 87.60 87.60 87.60 87.60
corpus-6 85.70 85.70 85.70 85.70 85.70 85.70 85.70 85.70
corpus-7 78.00 77.90 77.90 77.90 79.30 79.20 79.20 79.20

Combination of Seven- and Eight-Char-Grams

RF SMO

Set P R F1 ACC P R F1 ACC
corpus-1 79.10 79.00 79.00 79.00 67.90 67.00 66.60 67.00
corpus-2 85.90 85.00 84.90 85.00 82.50 82.50 82.50 82.50
corpus-3 88.20 88.00 88.00 88.00 88.30 88.30 88.20 88.30
corpus-4 86.40 86.40 86.40 86.40 86.90 86.90 86.90 86.90
corpus-5 85.50 85.40 85.40 85.40 84.50 84.50 84.50 84.50
corpus-6 82.80 82.70 82.60 82.70 84.90 84.80 84.70 84.80
corpus-7 75.30 74.90 74.90 74.90 77.10 76.80 76.70 76.80
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Regarding the machine-learning classifiers, RF improves the results in {5, 6} char-grams and
{6, 7} char-grams. However, with {7, 8} char-grams is SMO the classifier that achieves better results.
As we can expect, the difference between SMO and RF with smaller corpus are huge. However,
the results have not worsened from the previous experiment where char-grams were applied
without combinations.

The progression of the accuracy of combinations of pairs of char-grams for the RF model is
shown in Figure 10 and for the SMO model in Figure 11, where we can observe that the accuracy
varies significantly among the corpus size for the SMO classifier. For example, combination of {7, 8}
char-grams only achieves an 67.00% of accuracy with the corpus-1, but increases until an 82.50% of
accuracy with only 100 more tweets corpus-2; however, RF behaves more regularly with less instances
besides it reaches slightly less better accuracy than SMO.

Figure 10. Comparison of the accuracy between {5, 6}, {6, 7}, {7, 8} char-grams for the RF classifier.

Figure 11. Comparison of the accuracy between {5, 6}, {6, 7}, {7, 8} char-grams for the SMO classifier.

Finally, we measured the performance of combinations of {5, 6, 7}, {6, 7, 8} and {5, 6, 7, 8}
char-grams. The results are available in Table 7.
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Table 7. Results using triplets of fixed-length character for the char-gram model and by mixing all the
fixed length character combinations.

Combinations of Five-, Six- and Seven-Char-Grams

RF SMO

Set P R F1 ACC P R F1 ACC

corpus-1 85.00 85.00 85.00 85.00 75.50 71.00 69.70 71.00
corpus-2 88.60 88.00 88.00 88.00 82.70 82.50 82.50 82.50
corpus-3 90.40 90.30 90.20 90.30 89.50 89.50 89.50 89.50
corpus-4 89.80 89.80 89.70 89.80 89.10 89.10 89.10 89.10
corpus-5 88.70 88.70 88.70 88.70 88.20 88.20 88.20 88.20
corpus-6 86.70 86.60 86.60 86.60 86.50 86.50 86.50 86.50
corpus-7 80.10 80.00 80.00 80.00 80.70 80.60 80.60 80.60

Combinations of Six-, Seven- and Eight-Char-Grams

RF SMO

Set P R F1 ACC P R F1 ACC

corpus-1 81.00 81.00 81.00 81.00 70.90 69.00 68.30 69.00
corpus-2 88.60 88.00 88.00 88.00 82.10 82.00 82.00 82.00
corpus-3 89.10 89.00 89.00 89.00 88.00 88.00 88.00 88.00
corpus-4 87.60 87.60 87.60 87.60 87.80 87.80 87.70 87.80
corpus-5 86.60 86.60 86.60 86.60 87.30 87.30 87.30 87.30
corpus-6 85.70 85.70 85.70 85.70 85.60 85.60 85.60 85.60
corpus-7 77.80 77.70 77.60 77.70 79.20 79.10 79.00 79.10

Combinations of Five-, Six-, Seven- and Eight-Char-Grams

RF SMO

Set P R F1 ACC P R F1 ACC

corpus-1 82.10 82.00 82.00 82.00 79.20 73.00 71.50 73.00
corpus-2 89.00 88.50 88.50 88.50 82.50 82.00 81.90 82.00
corpus-3 90.80 90.80 90.70 90.80 89.00 89.00 89.00 89.00
corpus-4 89.40 89.40 89.40 89.40 89.30 89.30 89.20 89.30
corpus-5 88.60 88.60 88.60 88.60 87.90 87.90 87.90 87.90
corpus-6 87.00 86.90 86.90 86.90 86.30 86.30 86.30 86.30
corpus-7 79.80 79.70 79.70 79.70 80.40 80.40 80.40 80.40

The results in Table 7 highlights that the combinations of all fixed-length results in the highest
accuracy for the RF classifier with a 90.30% with the corpus-3. SMO, however, achieves better
accuracy only combining char-grams of five-, six and seven-char-grams, but the difference with
the full combination of char-grams is minimal. If we compare the results with the use of individual
fixed-length, there are no improvement so we can conclude that the addition of more combinations of
char-grams can only produce an overhead for the machine-learning classifiers.

Regarding the differences of the machine-learning classifiers, RF always achieves best results than
SMO in all combinations. It draws our attention that the best result of SMO with combinations of
{five, six, seven and eight} char-grams is worse than RF even with the double of the corpus size.

Figures 12 and 13 shows how the accuracy varies among the corpus size, where we can observe
that the behaviour of the classifiers gets similar with corpus-3, corpus-4 and corpus-5.
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Figure 12. Comparison of the accuracy between {5, 6, 7}, {6, 7, 8} and {5, 6, 7, 8} char-grams for the
RF classifier.

Figure 13. Comparison of the accuracy between {5, 6, 7}, {6, 7, 8} and {5, 6, 7, 8} char-grams for the
SMO classifier.

4. Discussion

The results achieved indicates a slightly increase of the accuracy of char-gram over word-grams.
We observed that the use of short char-grams improves the results from larger values of N. Regarding
the corpus size, the best accuracies were obtained by the corpus-2 and corpus-3, composed respectively
by 200 and 400 tweets. As mentioned above, tweets were ordered by agreement among the users.
Therefore, this fact remarks that it is more important to have a consensual corpus rather than a larger
number of instances, which provides better accuracy in less time.

Information gain measures the relevance for each feature for the class prediction. This value is the
key-factor which RF uses to decide when a new branch has to be created. In addition, information gain
provides what are the most informative word-grams and char-grams. This metric could be used to
understand the behaviour of the model and allows to perform adjustments for avoiding some features
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which may cause over-fitting. Accordingly, we obtained the unigrams, bigrams and trigrams which
achieved better information gain. The ten best-scored features are shown in Figure 14. However, as
we observed during the extraction of information gain, char-grams tend to provided very similar
characteristics that may over-fit tweets with words that are used regularly.

Figure 14. Information gain for the best ten unigrams, bigrams and trigrams of the word-gram model.

Figure 14 shows shows that unigrams appear more frequently in the first 10 positions. Specifically,
those unigrams are contra (preposition, against), prevención (substantive, prevention), casos
(substantive, cases) and para preposition, for. Finding prepositions, such as contra or para suggests
that a large number of positive or negative texts are phrases that express concrete and specific action.
Therefore, we calculated the mean and the standard deviation of this prepositions and discover that
the preposition para was used 3.23 more times of mean for positive than negative tweets. For the para
preposition, the results showed a proportion of 3.23:1 between positive and negative tweets and for the
contra preposition, the proportion was 5.75:1. The substantive casos, which may be used for reporting
specific outbreak cases, appears mostly in negative utterances with a proportion of 1:5.5.

Concerning char-grams, the ten best-scored features are shown in Figure 15.

Figure 15. Information gain for the best five-, six-, seven- and eight-char-grams.

The results shown in Figure 15 indicate that similar char-grams are interchangeable. For example,
we can observe that the char-gram preven, which is a lemma for the substantive prevención (prevent),
and for the verb prevenir (to prevent) appears on the top with equal relevance.
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Char-gram model solve some of the drawbacks identified for the word-gram models
(see Section 2.2). However, char-grams produces a high number of similar features so, for real-time
applications, we will require of a feature selection process in order to identify the ones that are most
effective for a specific machine-learning task. Word-grams, on the other hand, can produce less number
of features with the proper usage of cut-off filters to avoid irrelevant features and these features
requires less post-processing.

5. Materials and Methods

Accordingly to Twitter guidelines (https://developer.twitter.com/en/developer-terms/more-on-
restricted-use-cases), we distributed the corpus by providing the list of the IDs of the tweets. With this,
the authors of the Tweets conserve the rights about the right to delete their content on the internet. The
corpus is available at http://semantics.inf.um.es/joseagd/infectious-diseases-ecuador-tweets-ids.rar.
It is divided into 7 files, each with a partition of the corpus. The first file contains 100 tweets; a half of
them were labelled as positive with major consensus among the volunteers; and the other half where
the tweets which were labelled as negative with major consensus. So, the next file doubles the amount
of tweets and it keeps the tweets from the previous file but also includes the following top-rated tweets.
So, all corpus are (1) balanced, and (2) sorted by agreement (See Table 2).

6. Conclusions and Future Work

In this paper, we compare two statistical models to conduct opinion mining based on
Infodemiology. The best result shown an accuracy of 90.80%, with sequences of five-char-grams
applying random-forest. The word-gram model, on the other hand, achieved an accuracy of 90.50%
with unigrams applying the support vector machines. Both models, char-grams and word-grams,
achieved their best results with a subset (corpus-3) of the whole corpus, composed by the 400 tweets
with more consensus among the volunteers. In addition, the analysis showed that the addition of
bigrams or trigrams to the word-gram model does not significantly improves its accuracy. The same
behaviour is detected in the char-gram model, where the best results are obtained by the use of fixed
sequences of char-grams of length five. The combinations of larger sequences and combinations of
char-grams do not improve the accuracy. We conclude that it is more important to compile a corpus
with a certain degree of consensus than a large one. In addition, Infodemiology systems require us to
measure the capability of predicting possible outbreaks in short and medium term. However, as the
infectious diseases domain is very complex, we are planning to use other domains, such as weather or
stock-market, to measure the reliability of creating predictive models for other domains.

As future work, we will introduce neutral tweets to observe if the accuracy of the statistical-models
is affected for each machine-learning classifier. However, in the infectious diseases domain, it is very
difficult to distinguish between neutral or negative tweets because news related to an outbreak are
usually perceived as negative, so it is difficult to keep the balanced corpus. In addition, we will
compare these statistical-models with a linguistic-model in order to use psychology-relevant linguistic
features instead of simple grams or char-grams with the expectation to increase the interpretability of
the models.

The methods described in this work will be used to create an automatic tool capable of monitoring
infectious-diseases trends. We are now exploring three different areas: (1) social-networks, as described
in this paper; (2) official documents, where we will apply NLP tasks, such as document-classification,
named-entity recognition, and opinion mining; and (3) gamification techniques, to promote citizen
participation, from identifying possible causes of infectious diseases, such as poor sanitary conditions
or the presence of mosquitoes in the nearby areas. These data-sources will be available for health-care
professionals through a dashboard capable of monitoring different geographical areas. This project also
involves the application of ontologies to model the infectious diseases domain, and we will explore
the reliability of block-chain, to create a trust-system of anonymous data sources.

https://developer.twitter.com/en/developer-terms/more-on-restricted-use-cases
https://developer.twitter.com/en/developer-terms/more-on-restricted-use-cases
http://semantics.inf.um.es/joseagd/infectious-diseases-ecuador-tweets-ids.rar
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