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Abstract: The Hybrid energy supply (HES) wireless relay system is a new green network technology,
where the source node is powered by the grid and relay is powered by harvested renewable energy.
However, the network’s performance may degrade due to the intermittent nature of renewable
energy. In this paper, our purpose is to minimize grid energy consumption and maximize throughput.
However, improving the throughput requires increasing the transmission power of the source node,
which will lead to a higher grid energy consumption. Linear weighted summation method is used
to turn the two conflicting objectives into a single objective. Link assignment and a power control
strategy are adopted to maximize the total reward of the network. The problem is formulated as a
discrete Markov decision model. In addition, a backwards induction method based on state deletion
is proposed to reduce the computational complexity. Simulation results show that the proposed
algorithm can effectively alleviate performance degradation caused by the lack of renewable energy,
and present the trade-off between energy consumption and throughput.
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1. Introduction

In order to expand the coverage of wireless networks and improve the communication quality of
edge users, relay has been widely used in wireless networks such as long term evolution (LTE) and
5G [1,2]. However, dense deployment of relays can lead to problems such as high energy consumption
and greenhouse gas emissions [3,4]. Energy harvesting technology is the most promising technology
to solve the economic and environmental problems caused by the dense deployment of relays, which
can collect and utilize renewable energy such as solar and wind energy [5–9]. In addition, energy
harvesting technology can reduce the dependence of wireless networks on grid energy. Deploying
green relays in areas where grid energy is scarce can effectively expand the coverage of wireless
communication networks. However, the intermittent and random nature of the renewable energy
may cause a decline in network performance. Therefore, it is critical to establish a renewable energy
allocation and link selection mechanism to ensure the performance of wireless relay networks.

Optimal power control strategies to alleviate network performance degradation caused by the
lack of renewable energy have been proposed in [10–13]. In [10], both the source and relay nodes
are powered by renewable energy, and an off-line power control strategy is made to minimize data
transmission time with throughput constraints. It was also proved that the power control strategy
has water injection structure. Differing from [10], literature [11] considered how the source node is
powered by the grid while the relay node is powered by renewable energy. An off-line power control
strategy is proposed to maximize the grid energy efficiency of the source node. In [12], the research
was extended to a Gauss fading channel, with both off-line and on-line power control schemes are
proposed. In addition to the traditional relay, the literature [13] considers the relay with cache function.
Off-line and on-line power control strategies are developed to maximize network throughput. All of
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the above studies have developed off-line or on-line power control strategies under the constraints of
user’s quality of service (QoS).

Besides power control schemes, link selection strategies are also critical. In [14], the source node is
powered by grid energy while the relay is powered by renewable energy. With causal side information,
a link selection strategy is made to maximize the average throughput of all time slots. In [15], the relay
is powered by radio frequency (RF) energy with a finite battery capacity, and only one data packet
needs to be transmitted in each slot. A link selection scheme based on battery level is proposed to
minimize the outage probability of the relay. Further, literature [16] jointly optimizes power and link
selection to reduce outage probability of the relay. In [17], the research was extended to multi-relay
with data caching, Under the constraints of battery capacity, on-line and off-line power allocation and
link selection mechanisms were developed to minimize data transmission time.

Most previous studies on hybrid energy supply (HES) wireless relay systems assume that the
amount of data transmitted by the source node are fixed in each slot, and then optimize the outage
probability or transmission time. However, in practical applications, the source node needs to serve a
lot of different users and deliver unfixed data bits in each slot. So, data bits should be transmitted
as much as possible to reduce the network congestion with grid energy consumption constraints.
Consequently, in this paper, we consider that the source node has available bits to be transmitted all
the time. Our goal is to maximize network throughput while minimizing grid energy consumption.

The rest of this paper is organized as follows. Section 2 describes the system model. In Section 3,
the Markov decision process (MDP) problem is formulated, for which a low-complexity algorithm is
proposed. Simulations are shown in Section 4. Finally, Section 5 highlights the conclusion.

2. System Model

2.1. Network Model

We consider a green wireless relay network as shown in Figure 1, which consists of a source node
(S), a relay node (R), and a destination node (D). The source node is powered by the electric grid, and
its maximum transmit power is denoted as pmax

S . The relay is powered purely by the renewable energy
which is harvested from the nature and stored in a battery, with the maximum transmit power as pmax

R .
The distances between source node and relay, relay and destination node, source node and destination
node are dSR, dRD and dSD, respectively. We consider the performance changes of the network in N
slots with length T. The slot index set is denoted as N = {1, 2 · · · · · · , N}.

Appl. Sci. 2019, 9, x FOR PEER REVIEW 2 of 15 

was extended to a Gauss fading channel, with both off-line and on-line power control schemes are 
proposed. In addition to the traditional relay, the literature [13] considers the relay with cache 
function. Off-line and on-line power control strategies are developed to maximize network 
throughput. All of the above studies have developed off-line or on-line power control strategies 
under the constraints of user’s quality of service (QoS). 

Besides power control schemes, link selection strategies are also critical. In [14], the source node 
is powered by grid energy while the relay is powered by renewable energy. With causal side 
information, a link selection strategy is made to maximize the average throughput of all time slots. 
In [15], the relay is powered by radio frequency (RF) energy with a finite battery capacity, and only 
one data packet needs to be transmitted in each slot. A link selection scheme based on battery level 
is proposed to minimize the outage probability of the relay. Further, literature [16] jointly optimizes 
power and link selection to reduce outage probability of the relay. In [17], the research was extended 
to multi-relay with data caching, Under the constraints of battery capacity, on-line and off-line power 
allocation and link selection mechanisms were developed to minimize data transmission time.  

Most previous studies on hybrid energy supply (HES) wireless relay systems assume that the 
amount of data transmitted by the source node are fixed in each slot, and then optimize the outage 
probability or transmission time. However, in practical applications, the source node needs to serve 
a lot of different users and deliver unfixed data bits in each slot. So, data bits should be transmitted 
as much as possible to reduce the network congestion with grid energy consumption constraints. 
Consequently, in this paper, we consider that the source node has available bits to be transmitted all 
the time. Our goal is to maximize network throughput while minimizing grid energy consumption.  

The rest of this paper is organized as follows. Section 2 describes the system model. In Section 3, 
the Markov decision process (MDP) problem is formulated, for which a low-complexity algorithm is 
proposed. Simulations are shown in Section 4. Finally, Section 5 highlights the conclusion.  

2. System Model  

2.1. Network Model 

We consider a green wireless relay network as shown in Figure 1, which consists of a source 
node (S), a relay node (R), and a destination node (D). The source node is powered by the electric 
grid, and its maximum transmit power is denoted as max

Sp . The relay is powered purely by the 
renewable energy which is harvested from the nature and stored in a battery, with the maximum 
transmit power as max

Rp . The distances between source node and relay, relay and destination node, 
source node and destination node are SRd , RDd  and SDd , respectively. We consider the performance 

changes of the network in N slots with length T. The slot index set is denoted as { }1,2 ,N=  . 

Smart Grid S

R

D

Solar Wind

Renewable enegy

Battery

Energy
Energy

Data

Data

 
Figure 1. A green wireless network with an energy harvesting relay. 

We assume that the source node has available bits to be transmitted all the time. The relay 
operates in a half-duplex manner that it receives data from the base station (BS) in the first half of the 

Figure 1. A green wireless network with an energy harvesting relay.

We assume that the source node has available bits to be transmitted all the time. The relay operates
in a half-duplex manner that it receives data from the base station (BS) in the first half of the time
slot and forwards it in the second half [11]. In each slot, there are two links for S to transmit bits: the
relay link and direct link. The link assignment indicator in the i-th slot is denoted as Ii

j ∈ {0, 1}, with
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j ∈ {SRD, SD}. Ii
SRD= 1 indicates that the relay link is assigned to deliver the bits, and Ii

SD= 1 represents
the event that the direct link is selected. In each slot, only one of these links can be selected, so

Ii
SD + Ii

SRD = 1,∀i ∈ N. (1)

In addition, transmission power of source node S and relay R in slot i is pi
S and pi

R, respectively.
Static power consumption is neglected in this work.

We consider that the channel is time-varying with small-scale fading; denoted hk
i , with k ∈

{SR, RD, SD} as the channel fading factor between two nodes. In addition, all channels share the
bandwidth (B) together. Therefore, once the direct link is selected in the i-th slot, the number of bits
transmitted by the source node are calculated as

Ri
SD = BT log(1 + hi

SDg0d−αSDσ
−2Pi

SD), (2)

according to the Shannon theorem, where σ−2 is the noise variance of node D, g0 is the channel fading
constant, pi

SD is the transmit power of node S and α is the path loss exponent. While the relay link is
selected, the total bits delivered by the source node and the relay are given as

Ri
SR = B

T
2

log(1 + hi
SRg0d−αSRσ

−2pi
SR) (3)

and
Ri

RD = B
T
2

log(1 + hi
RDg0d−αRDσ

−2pi
R), (4)

where pi
SR is the transmit power of node S when selecting the relay link.

2.2. Energy Model

In order to simplify the energy harvesting model, the harvesting process is thought to be
accomplished at the beginning of each time slot [18]. Then, discrete energy model is adopted to
describe the process of energy harvesting with Ei

H energy packets arriving at each time slot [19], which
obeys the Poisson distribution with mean λ [20]. And λ represents the intensity of energy harvesting.
In addition, each packet contains the energy of Ee. In the initial time slot, the energy stored in the
battery is the original energy plus the harvested energy. While in the slot of i > 1, the energy consumed
by the relay should be subtracted. Therefore, battery level in the i-th slot is expressed as:

E(i) =
{

E0 + Ei
HEe i = 1

E(i) −Ci−1
R + Ei

HEe i > 1
, (5)

where E0 is the initial energy, and Ci−1
R is energy consumed by the relay in the last slot, which is given

by:

Ci−1
R = Ii−1

SD Tpi−1
SD + Ii−1

SRD
T
2

pi−1
SRD. (6)

Since the battery is of the limited size, the following energy constraint should be satisfied:

E(i) ≤ Emax, (7)

where Emax is the maximum capacity of the battery. The energy consumed by the relay should be no
more than the energy of the battery, that is Ci

R ≤ E(i).

2.3. Optimizing Objective

Most previous studies on two-hop green wireless relay networks concentrated on minimizing
the outage probability or transmission time with fixed bits at each slot [10,21,22]. However, when
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the network is busy and needs to provide services for multiple users, there will be a continuous
stream of data bits to be transmitted. In this case, throughput can show the carrying capacity of the
network, which is attractive to us. In addition, the source node powered by the grid energy can also be
applied to some wireless networks. For example, macro base stations powered by the grid energy can
maintain basic coverage in heterogeneous wireless networks. To take above aspects into consideration,
we set grid energy consumption and throughput as optimization objectives. However, according to
Equations (2) and (3), improving the throughput requires increasing the transmission power of the
source node, which will lead to higher grid energy consumption. Therefore, increasing throughput
and reducing grid energy consumption are conflicting objectives, which can be formulated as:

obj =


max

N∑
i=1

Ii
SDRi

SD + Ii
SRDRi

RD

min
N∑

i=1
Ii
SDTpi

SD + Ii
SRD

T
2 pi

SR

. (8)

There are many ways to solve multi-objective problems, and linear weighted summation is an
effective method of them [23]. We use the weighted summation method to transform the conflicting
multi-objectives into a single objective. Thus, the conflict objectives can be denoted as:

TR =
N∑

i=1

[ωt(Ii
SDRi

SD + Ii
SRDRi

RD) −ωg(Ii
SDTpi

SD + Ii
SRD

T
2

pi
SR)], (9)

where ωt and ωg are weight coefficients of throughput and grid energy consumption, respectively.
ωt(Ii

SDRi
SD + Ii

SRDRi
RD) and −ωg(Ii

SDTpi
SD + Ii

SRD
T
2 pi

SR) are the weighted throughput reward and grid
energy reward in the i-th slot.

3. Optimal Control for Expected Total Rewards

In this section, we assume hi
SR, hi

SD and hi
RD are causally known. Consequently, we aim to adapt

the transmission power and link selection to maximize the expected total rewards. Thus, the problem
can be formulated as:

P1 : max
Ii

j,p
i
SR,pi

SD,pi
R

E

 N∑
i=1

[ωt(Ii
SDRi

SD + Ii
SRDRi

RD) −ωg(Ii
SDTpi

SD + Ii
SRD

T
2

pi
SR)]

 (10)

s.t. Equations (1) and (7) (11)

Ci
R ≤ E(i) (12)

Ri
SR = Ri

RD (13)

pi
j ≤ pmax

j ∀i ∈ N, j ∈ {S, R} (14)

Ii
j ∈ {0, 1},∀i ∈ N, j ∈ {SD, SRD}. (15)

In P1, the objective is the expected total rewards over N time slots. Equation (12) is the energy
constraint that the energy consumed by relay should not exceed that of the battery. Equation (13) is the
throughput constraint that the bits delivered in the two stages of relay link should be Equations (14)
and (15) are the power constraint and the link selection constraint.

3.1. Problem Simplification

From Equation (10), we can see that the optimized variables of P1 include the 0–1 variable Ii
j and

the continuous variable pi
SR, pi

SD and pi
R. Thus, it is very difficult to optimize so many different types
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of variables at the same time. Therefore, we do some simplification of P1 to reduce the optimized
variables. And, the problem of P1 can be expressed as:

P2 : max
pi

R

E

 N∑
i=1

[βiDi − (1− βi)Hi]

 (16)

s.t. Ci
R ≤ E(i) (17)

pi
R ≤ pmax

R ∀i ∈ N. (18)

And βi is the 0–1 variable, which can be calculated as:

βi =

{
1 pi

R , 0
0 pi

R = 0
∀i ∈ N. (19)

That is, when the transmission power of relay is non-zero, βi = 1 and relay link is chosen to
transmit data. While the power of relay is zero, βi = 0 and direct link is selected to deliver bits.
In addition, Di is the network total reward when relay link is chosen, which is given by:

Di = ωtRi
RD −ωgGi

SR, (20)

where Ri
RD is the throughput, and Gi

SR is the grid energy consumed by the source node. We assume
that the amount of data bits transmitted in the two stages of relay link should be equal. So, there is

Ri
SR = Ri

RD = B
T
2

log(1 + hi
SRg0d−αSRσ

−2pi
SR) = B

T
2

log(1 + hi
RDg0d−αRDσ

−2pi
R). (21)

From equation (21), we can know that

hi
SRd−αSRpi

SR = hi
RDd−αRDpi

R. (22)

According to Equation (20) to (22), Di can be further given as:

Di = wtB
T
2

log(1 + hi
RDg0d−αRDσ

−2pi
R) −wg

T
2

hi
RDd−αRDpi

R

hi
SRd−αSR

. (23)

Hi is the reward when direct link is selected, and the problem of solving Hi can be expressed as:

PH : max
pi

SD

Hi = max
pi

SD

[ωtRi
SD −ωgGi

SD] = ωtTB log(1 + hi
SDg′0d−αSDσ

−2pi
SD) −ωgTpi

SD (24)

s.t. pi
SD ≤ pmax

S ∀i ∈ N. (25)

Proposition 1. The reward of the direct link Hi is convex in transmission power pi
S.

Proof: The second derivative of formula (24) is

f (pi
SD)

′′

= −
wtTB(hi

SDg0d−αSDσ
−2)

2

(1 + hi
SDg0d−αSDσ

−2pi
SD)

2 ln 2
< 0, (26)

which means that f (pi
SD) is a convex function. �
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According to the properties of convex functions, we can easily know that Hi gets the maximum
value at pi

SD = ωt
ωg
−

1
hi

SD g0d−αSDσ
−2 . Therefore, the optimal pi

SD and Hi are known once hi
SD is given.

However, pi
SD has practical significance only on [0, pmax

S ] in this work. Consequently, when ωt
ωg
−

1
hi

SD g0d−αSDσ
−2 < 0, PH decreases monotonously on [0, pmax

S ] with maximum value pH(0). While ωt
ωg
−

1
hi

SD g0d−αSDσ
−2 > pmax

S , PH increases monotonously on [0, pmax
S ] with maximum value pH(max).

It can be seen from Equation (16) to (26), that the values of βi and Di are determined by pi
R, and

the maximum value of H∗i is a fixed value in each time slot which is only related to hi
SD. Therefore, the

optimal variable of problem P2 is only pi
R.

3.2. MDP Model for Expected Total Rewards

Our goal is to maximize the total rewards over N slots through a relay power control scheme.
However, due to the limited battery capacity, the relay power selection results in each slot will affect
the initial battery capacity at the next moment. So, power decisions on different time slots are mutually
influential. The MDP is a useful model to handle such decision problems, and backward induction is
an effective algorithm to solve this problem [24].

Therefore, we formulate P2 as a Markov decision process (MDP) problem, which can also be
expressed as:

P2 : max
π∈

∏Eπ
N∑

i=1

R(i), (27)

where π is a feasible relay power policy,
∏

denotes the set of all feasible policies. R(i) is the reward of
slot i, which is given by [βiDi − (1− βi)Hi].

3.2.1. MDP Basics

A sequential decision-making method is the selection of one of several action strategies in each
time slot during the operation of the system [25]. In the sequential decision process, if the transfer of
the system state obeys the known probability law and is independent of the previous history, then
this sequential problem is called an MDP problem [26]. An MDP model consists of a reward function,
system states, actions, state transition probability and objective, each of which will be described in
detail later.

3.2.2. Reward Function

In an MDP model, the reward function is defined as r( j, ai). It indicates that the system gets the
reward with action ai at state j [27]. This is denoted oi ∈ O, i ∈ N as the rule for selecting relay power in
slot i. Thus, the rules over N slots can be expressed as π= (o 1, o2, o3, · · · oN), and the set of all possible
rules is denoted as

∏
. Given the initial state k and strategy π ∈

∏O
m, the expected total rewards can be

also written as:

VN(π, s1) =
N∑

i=1

∑
ai∈Ai, j∈S

Pπ
{
si = j, ∆i = ai

∣∣∣s1 = k
}
r( j, ai), (28)

where si and ∆i are the states of the relay system and the selected action in the slot i, respectively.
Pπ

{
si = j, ∆i = ai

∣∣∣s1 = k
}

is the conditional probability of using strategy π ∈
∏O

m, starting from state k,
selecting action ai, and moving to state j at slot i. Our aim is to find the optimal action selection scheme
as π∗= (o ∗1, o∗2, · · · , o∗N

)
, which makes VN(π∗, s1) the maximum value.

3.2.3. Discretization of System States and Actions

The optional values of the system states and actions should be finite in MDP model. However,
the system states include links and the battery states, and the relay power actions are continuous values
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in the wireless relay network. Therefore, it is necessary to discretize the system states and relay power
actions. The relay system states consist of channel fading values and battery levels, which can be given
as si ,

〈
hi

SR, hi
SD, hi

RD, ε(i)
〉
. We discretize the channel states by reference to the method in literature [28].

Denoting H = {H1, H2, . . .H3} as the set of channel fading values, which is an equal-difference sequence.
The probability when the channel fading is Hk with k ∈ {1, 2 · · ·K} can be calculated as:

p
{
hi

j = Hk
}
=

1
K
∀i ∈ N, j ∈ {SR, SD, SRD}, k ∈ {1, 2 · · ·K}. (29)

We divide the battery into M + 1 energy level. And the battery states set is taken as ε(i) ∈ ε =

[0, 1, · · · , m, · · ·M]. The real-time energy level of the battery can be calculated by

ε(i) = m =
⌊ EiM

Emax

⌋
. (30)

Denote A′i = [0,
pmax

R
L , . . . , pmax

R ] as the action set, which is also an equal-difference sequence.
Actually, the value of the relay transmit power is constrained by the battery level. Thus, the action set

is given as Ai = [0,
pmax

R
L , . . . , min(pmax

R , pi
x)], where pi

x is calculated by:

pi
x =

⌊
2ε(i)EmaxL

MTpmax
R

⌋
∗

pmax
R
L

. (31)

bxc is the function that rounds the variable x down.

3.2.4. State Transition Probability

After action ai is selected, the system states will migrate from si to si+1, which can be expressed as
si ,

〈
hi

SR, hi
SD, hi

RD, ε(i)
〉
→ si+1 ,

〈
hi+1

SR , hi+1
SD , hi+1

RD , ε(i+1)
〉

. Since the value of channel fading is equal
probability, the state transition probability is:

p
{
si+1

∣∣∣si, ai
}
=

1
K3 p

{
εi+1

∣∣∣εi, ai
}
. (32)

We assume that ε(i) and ε(i + 1) are in the M1 and M2 levels of the battery, which should satisfy

the Equation: M2Emax
M ≤

M1Emax
M − ai ∗

T
2 + Ei

HEe <
(M2+1)Emax

M . As mentioned in Section 2.2, the energy
harvesting process obeys the Poisson distribution with mean λ. Therefore, Equation (32) can be further
given as:

p
{
si+1

∣∣∣si, ai
}
=

1
K3

n2∑
n=n1

λn

n!
e−λ, (33)

where n1 and n2 is given as n1 =

⌈ M2Emax
M +ai∗

T
2 −

M1Emax
M

Ee

⌉
and n2 =


(M2+1)Emax

M +ai−
M1Emax

M
Ee

− 1, respectively.

dxe is the function that rounds the variable x up.

3.3. The Backward Induction Algorithm for MDP Problem

The backward induction algorithm is an effective solution to the optimal strategy and value
function in the finite-stage Markov decision programming problem [26]. A new function, Vn

∗ (i),
was proposed based on the backward induction algorithm, which is formulated as:

Vn
∗ (i) = max

ai∈Ai
[r(k, ai) +

∑
j∈s

p( j
∣∣∣k, ai)Vi+1

∗ ( j)]

= r(k, f i
∗(k)) +

∑
j∈s

p( j
∣∣∣k, ai)Vi+1

∗ ( j)

(k ∈ s, i = {N, N − 1, N − 2, · · · , 0})

, (34)
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where VN+1
∗ (k)= 0,∀k ∈ s [26]. According to Equation (34), the optimal value function of the expected

total rewards can be calculated as V1
∗ = (V1

∗ (1), V1
∗ (2), · · · , V1

∗ (q)). Meanwhile, the decision sequence
π∗ = (o1

∗ , o2
∗ , · · · , oN

∗ ) obtained is the optimal strategy.
With the backward induction algorithm, the number of states required to traverse is M × L3.

The state space may be very large if some of the elements are of large size and may encounter the curse
of dimensionality [29]. An effective method to reduce the computational complexity in MDP model is
proposed in literature [28]. In this case, we also eliminate some states that do not need to be searched
according to the wireless relay network properties in our model by reference [28].

Proposition 2. When hi
SR, hi

RD, ε(i) are fixed value, and the optimal action is ai = 0 at state s−i ,〈
hi

SR, hi−
SD, hi

RD, ε(i)
〉
, the optimal action is ai = 0 for any state s+i of hi+

SD > hi−
SD.

Proof: If the optimal action for the state s−i is ai = 0, according to Equation (34), we know that:

r(s−i , 0) +
∑
j∈s

p( j
∣∣∣s−i , 0)V∗i+1( j) > max

ai∈Aiandai,0

r(s−i , ai) +
∑
j∈s

p( j
∣∣∣s−i , ai)V∗i+1( j)

. (35)

From Equation (21), we know that

r(si, 0) = H∗i = ωtTB log(1 + hi
SDg′0d−αSDσ

−2pi
SD
∗
) −ωgTpi

SD
∗
, (36)

Which becomes larger as hi
SD grows. Therefore, for any state s+i with hSD+

i > hSD−
i , r(s+i , 0) > r(s−i , 0).

Since hSR
i , hRD

i and εi are fixed value, we can get∑
j∈s

p( j
∣∣∣s+i , 0)V∗i+1( j) =

∑
j∈s

p( j
∣∣∣s−i , 0)V∗i+1( j), (37)

and

max
ai∈Aiandai,0

r(s+i , ai) +
∑
j∈s

p( j
∣∣∣s+i , ai)V∗i+1( j)

 = max
ai∈Aiandai,0

r(s−i , ai) +
∑
j∈s

p( j
∣∣∣s−i , ai)V∗i+1( j)

. (38)

Finally,

r(s+i , 0) +
∑
j∈s

p( j
∣∣∣s+i , 0)V∗i+1( j) > max

ai∈Aiandai,0

r(s+i , ai) +
∑
j∈s

p( j
∣∣∣s+i , ai)V∗i+1( j)

, (39)

which proves that the optimal action is ai = 0 in the state s+i . �

Proposition 3. When hi
SD, hi

RD, ε(i) are fixed value, and the optimal action is ai = 0 at state s+i ,〈
hi+

SR, hi
SD, hi

RD, ε(i)
〉
, the optimal action is ai = 0 for any state s−i of hi−

SR < hi+
SR.

Proof: If the optimal action for state s+i is ai = 0, according to Equation (34), we can get:

r(s+i , 0) +
∑
j∈s

p( j
∣∣∣s+i , 0)V∗i+1( j) > max

ai∈Aiandai,0

r(s+i , ai) +
∑
j∈s

p( j
∣∣∣s+i , ai)V∗i+1( j)

. (40)

While pi
R , 0, r(si, pi

R) is given as

r(si, pi
R) = Di = wtB

T
2

log(1 + hi
RDg0d−αRDσ

−2pi
R) −wg

T
2

hi
RDd−αRDpi

R

hi
SRd−αSR

, (41)
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which becomes smaller as hi
SR grows. Thus, For the stat s−i with hSR−

i < hSR+

i , r(S−i , ai) < (S+
i , ai)ai ∈

Ai and ai , 0. Since hSD
i , hRD

i and εi are fixed value, there are:

max
ai∈Aiandai,0

r(s−i , ai) +
∑
j∈s

p( j
∣∣∣s−i , ai)V∗i+1( j)

 < max
ai∈Aiandai,0

r(s+i , ai) +
∑
j∈s

p( j
∣∣∣s+i , ai)V∗i+1( j)

, (42)

and
r(s−i , 0) +

∑
j∈s

p( j
∣∣∣s−i , 0)V∗i+1( j) = r(s+i , 0) +

∑
j∈s

p( j
∣∣∣s+i , 0)V∗i+1( j). (43)

Finally,
r(s−i , 0) +

∑
j∈s

p( j
∣∣∣s−i , 0)V∗i+1( j) = r(s+i , 0) +

∑
j∈s

p( j
∣∣∣s+i , 0)V∗i+1( j), (44)

which indicates that the optimal action is ai = 0 in the state s−i .

Algorithm 1. Backward Induction Algorithm Based on States Elimination

Input: pmax
R , pmax

S , dSD, dRD, dSR, T, B, N, K, L, λ, Ee, ωt, ωg, ε
Output: π∗

1: Initialize π∗ = zeros(N, K3
×M), VN+1

∗ = 0
2: While N , 1

3: pN
x =

⌊
2ε(N)L
Tpmax

R

⌋
∗

pmax
R
L , AN= [0,

pmax
R
L , . . . , min(pmax

R , pN
x )

]
;

4: For m = 1 to M, kSR = 1 to K
5: kRD = K, kSD = 1;
6: While kSD , K + 1, kRD , 0
7: s =< HkSR , HkSD , HkRD , ε(m) >;
8: For j = 1: length (AN)
9: Calculate π∗(N, s) = argmax

AN( j)
VN(s) = argmax

AN( j)
(r(s), AN( j)) +

∑
l∈s

p(l
∣∣∣s, AN( j))VN+1

∗ (l));

10: End For
11: If π∗

(
N, skSR,kSD,kRD,m

)
= 0

12: π∗(N, skSR,k+SD,kRD,m)= 0 ∀k+SD > kSD, π∗(N, skSR,kSD,k−RD,m)= 0 ∀k−RD < kRD;

13: kRD = kRD − 1, kSD = kSD + 1;
14: Else
15: if kSD = K
16: kRD = kRD − 1, kSD = 1;
17: Else
18: kSD = kSD + 1;
19: End If
20: End If
21: End For
23: N = N − 1;
24: End While

4. Numerical Simulations

In this section, we run some numerical simulations to analyze the total reward, grid energy
consumption and throughput in two-hop wireless relay networks. In the simulations, we set B = 10
MHz, T = 1 ms, pmax

S = 2 W, pmax
R = 0.5 W, σ2 = −97.5 dBm, g0 = −40 dB, α = 4 [28]. And Ee = 0.01 mJ,

Emax = 1.6 mJ, K = 10, L = 20, dSD = 80 m, ωg = 1. The detailed numerical results are shown as follows.
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4.1. Baseline Schemes

Joint Power Control and Link Selection Algorithm (JPLA): The JPCALSA only considers the
current system state, and calculates the maximum rewards of relay and direct link, respectively. Then,
the optimal access link is selected by comparing the rewards.

Power Control Algorithm (PCA): The PCA is to maximize the reward in single slot by adjusting
the power of the relay, and link selection scheme is not taken into account [11].

When the energy of relay is sufficient, the system will be in the ideal state. In order to compare
the ideal results with our results in different situations, we propose JPLA-F and BIABoSE-F, which are
JPLA and BIABoSE with enough renewable energy.

4.2. Parameter Analysis

Figure 2 demonstrates the total rewards with different number of battery levels at different time
slots. In any slot, the total rewards increase with the number of battery levels rises. Actually, the energy
between two adjacent levels is expressed by the lower level, and the interval of two adjacent levels
is smaller as the number of levels becomes larger. At this point, the error between the true value
and the expressed value will be smaller, which makes a more accurate result. When the number of
battery levels reach 80 and 160, their rewards are close and maximal. Consequently, for reducing the
computational complexity, M = 80 is used for simulation analysis in the follow-up.
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Figure 2. Total reward vs. time slots for different number of the battery intervals, ωt = 1, dSD =

dSR + dRD = 40m.

We assume that dSD = dSR + dRD = 80m, and the total rewards vary with dSD is shown in Figures 3
and 4. As dSD increases, the rewards of all algorithms become larger first and then decrease. When dRD

is small, dSR = 80− dRD is large, and the path loss between the source node and relay is high. In this
case, the source node delivers a few bits to relay with high grid energy consumption, which leads to
low total rewards. As dRD increases, the path loss between the source node and relay decreases, and
the total rewards rise. Once dRD is larger than a certain threshold, the path loss between the relay and
destination is high, the number of bits that can be transmitted by relay is lower than that by source
node. In this case, the total reward is gradually reduced as the throughput of relay tapers off.
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Figure 3. The total rewards versus dSD, ωt = 1, λ = 2.
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Figure 4. The total rewards versus dSD, ωt = 1, λ = 4.

In addition, the JPLA-F and BIBAoSE-F achieve the maximum value near d∗RD = 40 m in both
Figures. Meanwhile, the PCA, JPLA and BIBAoSE obtain the maximum value at different d∗RD in two
Figures. Unlike the JPLA-F and BIBAoSE-F, the other three algorithms are affected by the energy
harvesting intensity. The energy that the relay needed for data transmission grows larger as dRD

increases. Therefore, when the energy is more sufficient, the total rewards will be closer to optimal
result. The total rewards reach the maximum value at dRD = 40. Thus, we choose dRD = 40 for
subsequent simulations to better observe the improvement of system performance in the absence
of energy.

4.3. Total Reward Maximization

Figure 5 shows the total rewards changes with the time slots. Compared with the PCA, the
JPLA adds a link selection mechanism. Therefore, the JPLA can transmit data through the direct link
when the battery is very low, which can increase the total rewards. The BIBAoSE takes the future
system states into account, which makes a more efficient green energy allocation over N slots than
the JPLA. However, all the algorithms can only alleviate the system performance degradation caused
by insufficient energy and cannot replace the green energy supply. Therefore, the JPLA-F and the
BIBAoSE-F always have the highest total rewards.
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Figure 5. The total rewards versus time slots, λ = 2 and ωt = 1.

Figure 6 displays the total rewards vary as energy harvesting intensity increases. The system is in
a green energy-deficient state, when the energy intensity is low. In this case, the relay can deliver more
bits as the intensity increases, which leads to a higher reward. However, the rewards will be constant
once the energy intensity reaches a certain threshold, because the battery capacity is limited. It should
be noted that the rewards of the BIABoSE are lower than the other algorithms when the green energy
is enough due to the discretization of states. However, the BIABoSE achieves better performance in
our main application scenario, which is a lack of green energy.
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Figure 6. The total rewards versus energy harvesting intensity, N = 30 and ωt = 1.

4.4. Grid Energy Consumption and Throughput Trade-Off

Figure 7 shows the grid energy consumption and throughput when ωt takes different values.
When ωt is very small, the energy consumption and throughput of all schemes are similar. In this case,
the system has a high demand for grid energy consumption, which will impose strict limits on energy
consumption. When ωt increases, the throughput plays an increasingly important role in the reward.
Although our schemes consume a little more energy than the JPLA and PCA, it greatly improves the
throughput. When the value of ωt is large, all schemes pursue maximum throughput regardless of
energy consumption costs. Therefore, all throughput gains are very close. However, the BIBAoSE
consumes the least energy and is closest to the JPLA-F and BIBAoSE-F. In addition, once the throughput
constraints are given, we can find the value of ωt and get the minimum grid energy consumption.

The energy consumption and throughput are shown in Figure 8. As can be seen from the graph,
the BIBAoSE consumes less grid energy than the JPLA when achieves the same throughput. And
the BIBAoSE can transmit more bits than the JPLA with the same grid energy supply. In short, the
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BIBAoSE has a better trade-off between energy consumption and throughput, which is closer to the
ideal situation such as the JPLA-F and BIBAoSE-F.
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Figure 8. Grid energy consumption versus throughput. N = 30, λ = 2.

5. Conclusions

In this paper, we proposed an online power allocation and link selection strategy to maximize the
total rewards of two-hop relay wireless networks where the source node and relay are powered by grid
and green energy, respectively. Simulation results show that the total reward of this scheme is optimal
under different settings compared with some conventional schemes. Next, we will continue to study
energy harvesting technology in multifunctional relay nodes. Then, the research results will be applied
to practical scenarios such as 5G heterogeneous networks, the Internet of Things and other networks.
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