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Featured Application: This work sets the basis for developing a control system that allows
managing, in an automated and individualized manner, human bodyweight in terms of energy
intake, by taking advantage of the real-time monitoring capabilities of the ever-growing wearable
technology sector.

Abstract: The number of overweight people reached 1.9 billion in 2016. Lifespan decrease and many
diseases have been linked to obesity. Efficient ways to monitor and control body weight are needed.
The objective of this work is to explore the use of a model predictive control approach to manage
bodyweight in response to energy intake. The analysis is performed based on data obtained during
the Minnesota starvation experiment, with weekly measurements on body weight and energy intake
for 32 male participants over the course of 27 weeks. A first order dynamic auto-regression with
exogenous variables model exhibits the best prediction, with an average mean relative prediction
error value of 1.01 ± 0.02% for 1 week-ahead predictions. Then, the performance of a model predictive
control algorithm, following a predefined bodyweight trajectory, is tested. Root mean square errors of
0.30 ± 0.06 kg and 9 ± 3 kcal day−1 are found between the desired target and simulated bodyweights,
and between the measured energy intake and advised by the controller energy intake, respectively.
The model predictive control approach for bodyweight allows calculating the needed energy intake in
order to follow a predefined target bodyweight reference trajectory. This study shows a first possible
step towards real-time active control of human bodyweight.

Keywords: weight loss; mHealth; dynamic model; adaptive control

1. Introduction

Managing one’s own weight can be a difficult task to perform [1]. In order to assist people in
managing their weight, it is important to know the required calorie intake. An imbalance in energy
intake versus energy expenditure over a longer period can lead to severe changes in body weight [2].
A positive energy balance, meaning that the energy intake is higher than the energy expenditure,
results in an increase in body fat [3]. A long-term positive energy balance can lead to overweight (body
mass index (BMI) = 25–29.9 kg·m–2) or even obesity (BMI ≥ 30 kg·m–2), a syndrome that negatively
affects the cardiovascular system [4]. Obesity is associated with different clinical manifestations such
as diastolic dysfunction [5], cancers [6], atrial fibrillation due to pericardial fat [7], hypertension and
coronary heart diseases [4]. In 2010, obesity caused more than 3 million deaths worldwide [8]. In 1975,
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the total number of obese men and women amounted up to 34 million and 71 million, respectively.
These numbers rose up to 266 million men and 375 million women in 2014 [4], reaching more than
1.9 billion overweight people in 2016 [9]. Furthermore, the most worrisome trend is the rising rates
of obesity in children and adolescents, the prevalence of which tripled between 1971 and 2002 [10].
By contrast, a negative energy balance leads to being underweight. Its prevalence in developed nations
is increasing due to voluntary and involuntary caloric restriction [3]. Therefore, a prolonged imbalance
in energy intake is a risk factor for several diseases (e.g., diabetes, anorexia of ageing) and affects a
large number of people. Thus, it is important to find new and more efficient ways to monitor and
control body weight [11].

Health professionals (e.g., dietitians, physical trainers) are qualified to assist individuals in their
quest to obtain an optimized energy balance. Based on our own research, we have proven that
digital applications (e.g., use of smartphone, wearables . . . ) can assist in optimizing the energy
balance and the health professionals are considered as buddies [12]. Nowadays, smartphones and
wearables are suitable tools to collect and process information. The built-in digital cameras, sensors,
storage capabilities and wireless connectivity of smartphones can be beneficial for automatic dietary
monitoring [13,14]. In addition, smartphone applications are able to give direct feedback and are
already used as tools to monitor physical health [15]. Currently, there are numerous smartphone
applications available to track in an individualized and objective manner weight, physical activity and
dietary energy intake [16,17]. However, studies show that the engagement of individuals with these
apps decreases after some time, even when personalized suggestions are provided [15,18,19]. One of
the contributing aspects to this may rely on the fact that nowadays, empirical equations describing
the nutrition process are used to predict weight loss and/or to advise dietary energy intake levels.
Although these equations are extremely relevant to gather knowledge about the nutrition process,
their parameters are estimated at a population-based level. Therefore, inaccurate predictions or
suggestions are obtained when applied to data from a single individual. This can diminish the trust in
the smartphone app, leading to a loss of engagement and adherence to the suggestions, finally quitting
its use [18–20].

Past and current theoretical models describing the nutrition process are based on the first
thermodynamics law on energy conservation [2,21]. Based on some of the earliest models proposed,
still nowadays, many health institutions recommend reducing daily calorie intake with 2 MJ to lose
0.5 kg in 1 week, known as the 3500 kcal rule [21]. However, comparisons between weight loss
predicted by the 3500 kcal rule and dynamic models are performed, confirming the invalidity of this
rule [22,23]. The human body has its own feedback system to regulate body mass, meaning that
an increase or decrease of energy intake does not directly relate to a change in body mass [24,25].
Decades ago, multiple dynamic models describing changes in bodyweight based on changes in energy
expenditure and energy intake were already proposed to account for this [24–28]. Even models
applied during starvation were proposed with the aim of characterizing how the body stores and
metabolizes energy in the absence of food [29,30]. Besides, more complex models attempting to refine
the description of the adaptation process of the human body during weight loss, as perturbations to
the macronutrients metabolization and energy flux balances, have been proposed [2,31–33]. The main
drawbacks of these models are their high complexity and the fact that they rely on several a priori
assumptions and parameter estimates based on population-based averages. These drawbacks are
highlighted in [11,34] and reduced models are proposed, although the parameter estimates still rely on
population-averaged values. It is also proposed that previous models addressed the body adaptation
process as an open-loop systems instead as a closed-loop one [11].

Therefore, although theoretical models provide a good insight in weight control process, there
are other external and internal factors, which affect macronutrient metabolization and energy flux
balances and that should be considered. For instance, new insights from the domain of chrono-nutrition
indicate that, the rate of energy absorption varies in time [35,36]. These recent insights determine
the best time to consume meals and the suitable meal proportions and its impact on bodyweight
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status [37,38]. Therefore, the main limitation of the current models is that the algorithms are developed
at population-based level and cannot account for the individual time-variant characteristics of each
individual person. Biological systems, such as the human body, should be considered as complex,
individual, time-varying and dynamic (CITD) systems [39]. Data-based mechanistic (DBM) models
can be suitable for modelling such systems. While DBM models are based on a simple model structure,
they allow coping with non-linear characteristics of the process by estimating the model parameters
in real-time, which are only accepted if they can be interpreted in meaningful physical/physiological
terms [40]. Even though real-time monitoring of weight is still at its early stages in humans, other
sectors such as the farming industry already use real-time monitoring of weight to optimize feeding
and breeding activities. Data-based modelling has already proven useful in the emerging precision
feeding control in livestock [41,42]. In [41], an algorithm to control the growth trajectory of broiler
chickens based on an adaptive dynamic process model is developed. In [43], this model predictive
growth control is tested in a real broiler farm. In farm conditions, the mean relative error (MRE)
between actual and target weight trajectories was 7.3%. Besides, the model proved to be beneficial in
broiler farms, suggesting the possibility of using the model predictive control for other purposes such
as for weight control in human beings [41].

Therefore, the aim of this work is to test the capabilities of DBM models to develop a model
predictive control (MPC) system, which allows estimating individualized dietary energy intake
needed to achieve a desired change in bodyweight. Such a system could be implemented easily in
current smartphone applications for tracking weight, energy intake and physical activity in real time.
Automatic, individualized and accurate dietary energy intake suggestions are expected to increase
the engagement to the application and the adherence to the suggestions of the users, as well to assist
dietitians in the individualized treatment of patients.

2. Materials and Methods

2.1. Data Collection

The dataset used in this work is retrieved from an on-line accessible experimental dataset from
the Minnesota starvation experiment, described by [30]. In this study, the energy intake of 32 male
participants (age between 20 and 33 years old) is reduced to resemble the weight loss in undernourished
prisoners of war. Prior to the 24 weeks of energy restriction (S1–S24), a 12-week control phase (C1–C12)
is used to bring all participants as close to the group norm as possible. Information on daily energy
intake for each participant during the control phase is available for only the last three weeks (C10–C12).
For each participant, an average of daily energy intake for each week of the starvation period is
specified. The starvation phase is followed with a recovery phase of 20 weeks (R1–R20). However,
no information on daily energy intake is obtained during this last phase of the Minnesota starvation
experiment. Physical activity is mandatory during both, control and starvation phases, and includes
at least 35 km of walking per week. Total energy expenditure (TEE) is not directly measured but
estimated based on resting energy expenditure (REE) and energy expended during physical activity
(EEPA). REE is calculated the week prior to the starvation phase and at the end of the starvation phase.
Therefore, no weekly estimation on TEE is provided. During the entire study, each participant is
weighed once every week. Therefore, the dataset is comprised by the averages of body weight and
daily energy intake from the last 3 weeks of the control phase and the entire starvation phase for the
32 test participants. The average height of the participants present in the dataset is H = (1.79 ± 0.06) m.
The average initial and final bodyweights are BWi = (69.50 ± 0.10) kg and BWf = (53 ± 4) kg. Finally, the
average energy intake during the last three weeks of the control phase is EIc = (3.5 ± 0.3)·103 kcal day−1,
and the average energy intake during the starvation experiment is EIs = (1.6 ± 0.2)·103 kcal day−1.
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2.2. Modelling

A description of the basis for the data-based mechanistic framework tested is given in [40].
In essence, the data-based mechanistic approach firstly infers the deterministic model structure
inductively from the data. Afterwards, this model structure, and associated parameters, are only
accepted if they can be interpreted in physically meaningful terms according to the process under
study [40]. Thus, in this study, firstly a time-invariant parameters single-input, single-output (SISO)
transfer function (TF) modelling approach is used to identify the transfer function model structure,
which allows characterizing the relation between the energy intake and bodyweight for each individual
subject. Afterwards, in line with the aim of this study, the forecasting properties of time-variant
parameters models, dynamic linear regression (DLR) and dynamic auto-regression with exogenous
variables (DARX) models are studied in order to evaluate their potential to monitor in real-time and
forecast the time-varying bodyweight development of the participants. Finally, the model selected as
best, according to its performance in terms of the minimal mean relative prediction error (MRPE), is
used to develop a model predictive controller and to simulate the energy intake advice by it. MATLAB®

(MATLAB 2015b, The Mathworks, Inc.) Software and the CAPTAIN Toolbox is used to perform the
data-based mechanistic approach [44,45].

2.2.1. Time-Invariant Single-Input, Single-Output (SISO) Transfer Function (TF) Model

For the system identification process, a SISO TF model with time-invariant parameters is tested.
The model has the following general structure [46],

y(k) =
B
(
z−1

)
A(z−1)

u(k− δ) + ξ(k) (1)

where y(k) and u(k) are the output (bodyweight [kg]), and the input (energy intake [kcal day−1]) of the
model, respectively; ξ(k) is additive noise assumed to be zero mean, serially uncorrelated sequence of
random variables with variance σ2, accounting for measurement noise, modelling errors and effects of
unmeasured inputs to the process; k is the sample of the measurement; δ is the time delay of the input,
expressed in number of time intervals; A

(
z−1

)
and B

(
z−1

)
are two series given by:

A
(
z−1

)
= 1 + a1z−1 + a2z−2 + . . .+ anaz−na (2)

B
(
z−1

)
= b0 + b1z−1 + b2z−2 + . . .+ bnb z−nb (3)

where a j and b j are the model parameters to be estimated; z−1 is the backward shift operator, i.e.,
z−1y(k) = y(k− 1), with y and k defined as in Equation (1); na and nb are the orders of the respective A
and B polynomials. The model parameters are estimated using a refined instrumental variable (RIV)
approach [46]. Normally, the model is referred to as the triad [na nb δ].

In order to test the fitting accuracy of the different models estimated, the goodness of fit is
quantified using the coefficient of determination, R2

T. Its general expression is given by [46],

R2
T = 1−

σ2
e

σ2
y

(4)

where σ2
e is the variance of the residuals, when comparing the model estimations with the output

measured values, and σ2
y is the variance in the output. In addition, the Young information criterion

(YIC) is estimated. It is given by the following expression [46],

YIC = loge

σ2
e

σ2
y

+ loge

1
h

h∑
i=1

σ2
e ·p̂ii

â2
i

 (5)
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where σ2
e is the variance of the residuals, σ2

y is the variance of the output, h is the number of estimated
parameters, p̂ii are the diagonal elements of the covariance matrix from the parameters estimations
and â2

i is the square value of the i-th parameter. The first term of YIC is simply a relative measure of
how well the model explains the data. The smaller the model residuals the more negative the term
becomes. The second term provides a measure of the conditioning of the instrumental variable cross
product matrix. If the model is over-parameterized, then it can be shown that this matrix will tend to
singularity and, because of its ill conditioning, the elements of its inverse will increase in value, often
by several orders of magnitude. Then, the second term in YIC tends to dominate the criterion function,
indicating over-parameterization [46].

2.2.2. Time-Variant Parameters Models

As it is expected that the relationship between energy intake and bodyweight varies throughout
the monitored period (i.e., behaves in a time-varying way), a dynamic auto-regression with exogenous
variables (DARX) modelling approach is tested further. The model structure is similar to that described
in Equation (1) but allowing the model parameters in the A and B series to vary over time [46]. The
DARX expression is given by,

yt =
B
(
z−1, t

)
A(z−1, t)

ut−δ +
1

A(z−1, t)
et (6)

in which the previous A and B series described by Equations (2) and (3) are now expressed as,

A
(
z−1, t

)
= 1 + a1,tz−1 + a2,tz−2 + . . .+ ana,tz−na (7)

B
(
z−1, t

)
= b0,t + b1,tz−1 + b2,tz−2 + . . .+ bnb,tz−nb (8)

In order to estimate the time-variable model parameters, ai,t and bi,t, it is necessary to make some
assumptions about the nature of their temporal variability. In this approach, it is assumed that they
show a stochastic evolution described by a general random walk process [46] and they are estimated
using a sliding window approach, similarly to the work of [47]. By this sliding window approach,
the effect of obsolete data is minimized. In terms of the biological process, this time variation of the
parameters allows the modelling approach accounting for external influences to the process, such as
environmental or health aspects, which are not explicitly taken into account in the model [47].

Following a similar procedure, a dynamic linear regression modelling approach is also tested.
The DLR is the simplest state space model using time-variant parameters. Its general expression is
given by:

yt = Tt +
m∑

i=1

bi,tui,t (9)

where yt is the output or dependent variable (bodyweight); Tt is a trend or low frequency component;
bi,t are time-varying parameters over the observational interval which reflect possible changes in the
regression relationship; and ui,t are the inputs of the model (energy intake), which are assumed to
affect the dependent variable yt [46]. In this study, on each discrete time instant t, for feed amount or
composition the linear relation can be written as:

BWt = c1,t + c2,tEIt (10)

with BW the measured bodyweight (kg) and EI the energy intake (kcal day−1) at time t. c1,t (kg) and c2,t

(kg·kg−1) are the time-variant model parameters estimated at time t. More specifically, the parameter
c1,t is expected to resemble the general bodyweight trend exhibited by each individual. Also, the
parameter c2,t, is expected to resemble the energy efficiency at time t (defined as change of bodyweight
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per change of energy intake). The fitting agreement is tested using the normalized root mean square
error (NRMSE) given by,

NRMSE = 1−
‖BWre f − BW f it‖

‖BWre f − avg(BWre f )‖
(11)

where BWref is the weight curve used as reference, BWfit is the weight curve obtain by the model and
avg(BWref) is the average value of the bodyweight reference curve. The NRMSE provides a value in the
range (−∞, 1] , being 1 a perfect fitting agreement.

Besides, the prediction accuracy of the DARX and DLR models is also tested. The accuracy of the
model predictions is investigated by applying the recursive estimation algorithm combining different
window sizes S and prediction horizons F to each dataset. In this work, window sizes ranging from 3
to 15 weeks and a prediction horizons ranging from 1 to 7 weeks have been tested. As a result, for
each dataset, 91 (13 × 7) combinations of window size and prediction horizon are evaluated. Then,
the goodness of the predictions is quantified by means of the mean relative prediction error (MRPE),
which is given by,

MRPE =
1
N

N∑
t=1

√√Wt − Ŵt

Wt

2

·100 (12)

where MRPE is expressed as a percentage; N is the number of samples; Wt (kg) is the bodyweight
measured at time t and Ŵt (kg) is the predicted weight at time t [47].

2.3. Model Predictive Control (MPC)

After selecting in the previous steps the best time-invariant parameters and time-variant parameters
models, a model predictive control (MPC) system is developed. An MPC solves an optimization
problem to advise the dependent variable or input needed to the system in order to achieve an output
or independent variable, according to the model included in the controller, the closest to the desired or
reference output. The standard cost function is generally described as function of four terms, each one
focusing on a particular aspect of the controller performance [48],

J(zk) = Jy(zk) + Ju(zk) + J∆u(zk) + Jε(zk) (13)

where Jy(zk) is related to the output reference tracking performance,

Jy(zk) =

ny∑
j=1

p∑
i=1


wy

i, j

su
j

[
r j(k + i|k) − y j(k + i|k)

]
2

(14)

where k is the current control interval, p the prediction horizon, ny the number of outputs, zk is the

suggested input, given by zT
k = [u(k|k)T u(k + 1|k)T

· · · u
(
k + p− 1

∣∣∣k)T
εk]; y j(k + i|k) and r j(k + i|k)

is the predicted j-th output value and the reference value, respectively, at the i-th prediction horizon
step. Finally, wy

i, j and sy
j are the tuning weight and scale factor, respectively, for the predicted j-th

output at the i-th prediction horizon step.
Also, Ju(zk) is related to the dependent variable tracking performance and is given by,

Ju(zk) =

nu∑
j=1

p−1∑
i=0

w∆u
i, j

su
j

[
u j(k + i|k) − u j(k + i− 1|k)

]
2

(15)

where k, p, and zk are defined as before. nu the number of inputs, u j(k + i|k) and u j,target(k + i|k) is the
predicted j-th input and target input, respectively, at the i-th prediction horizon step. Finally, wu

i, j and
su

j are the tuning weight and scale factor, respectively, for the predicted j-th input at the i-th prediction
horizon step.
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Besides, J∆u(zk) accounts for the changes in the dependent variable in consecutive realisations,
given by,

J∆u(zk) =

nu∑
j=1

p−1∑
i=0

wu
i, j

su
j

[
u j(k + i|k) − u j,target(k + i|k)

]
2

(16)

where k, p, nu, and zk are defined as before. u j(k + i|k) and u j,target(k + i|k) is the predicted j-th input
and target input, respectively, at the i-th prediction horizon step. Finally, w∆u

i, j is the tuning weight for
the predicted j-th input movement at the i-th prediction horizon step and su

j the scale factor for the
j-th input.

Finally, Jy(zk) addresses the violation of constraints when these are included in the controller,

Jε(zk) = ρεε
2
k (17)

where zk is defined as before. ρε is the constraint violation penalty weight and ε2
k the slack variable at

control interval k.
In this work, the input variable is the energy intake and the output the bodyweight. This

MPC approach is tested when using time-invariant parameters and time-variants parameters models
using constrains and without them. The constraints simply account for the minimum and maximum
values allowed for bodyweight and energy intake. The minimum and maximum bodyweight are,
BWmin = 52.2 kg and BWmax = 69.8 kg, respectively. In addition, the minimum and maximum energy
intake are, EImin = 1223 kcal day−1 and EImax = 3556 kcal day−1, respectively.

The controller’s performance and robustness are tested. Firstly, the bodyweight measured curve
from each test participant in the Minnesota starvation experiment is used as reference curve and the
energy intake suggested by the MPC is compared with the energy intake actually measured to evaluate
the performance. Afterwards, the robustness is tested by performing 100 Monte Carlo simulations.
In each simulation, the average values of the a- and b-parameters are disturbed with random noise and
the impact on the performance is evaluated. Finally, the MPC is applied using theoretical curves as
bodyweight reference curves. Since no ideal target trajectory is suggested in literature, three different
target body weight trajectories are proposed. In [49], it is recommended to decrease bodyweight by
5–10% within 6 months. The study, performed on obese women, concludes that a weight loss of 5–10%
of the total body weight results in improvements in blood glucose levels and hypertension [49]. The
initial and final body weight for the three targeted body weight trajectories are set to the same values.
The initial body weight is defined as the average maximum body weight over all participants prior to
the start of the starvation phase, which is 69.36 kg. The final body weight is set to 59.36 kg and has to
be reached after one year or 52 weeks. This means that the initial body weight is decreased with 14.4%.
The first and second trajectories gradually decrease the body weight in even steps, holding these steps
constant for 3 or 8 weeks, respectively. The third body weight trajectory follows an exponential trend
with equation BWt = BW0·0.95t (t = 1,..., 52 weeks) where the desired bodyweight at the start of the
simulation is reduced more rapidly than near the end of the simulation. The MPC algorithm used to
test the three trajectories has different constraints. The maximum value of the output is defined as the
average maximum body weight over all participants prior to the start of the starvation phase, which is
69.36 kg. The minimum output value is the target body weight at the end of the trajectory of 59.36 kg.
The maximum input or energy intake is the average maximum energy intake of 3538.72 kcal day−1 prior
to the starvation phase. The minimum energy intake is calculated using the Henry equations based
on the average height, age, target bodyweight and gender [50]. These equations estimate the basal
metabolic rate (BMR) and defines the minimum energy intake to account for daily energy expenditure
in rest. As the age of the male participants from the Minnesota starvation experiment varies between
20 and 33 years, the following equation is used for the estimation of the minimum energy:

BMR (kcal day−1) = 14.4·BW(kg) + 313·H(m) + 113 (18)
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where BW is the target body weight of 59.36 kg and H is the average height of 1.79 m of all participants.
This equation results in a minimum energy intake of 1672.05 kcal day−1.

Both, the NMRSE, given by Equation (11), and the root mean square error (RMSE) are used to
quantify the deviation between the desire targeted (reference) and simulated, using the MPC, energy
intake or bodyweight curves. The RMSE is given by the expression:

RMSE =

√
‖yre f − ysim‖

2

Ns
(19)

where Ns is the number of samples, yref is the reference energy (or bodyweight) curve and ysim is the
simulated energy intake (or bodyweight) curve by the MPC.

3. Results and Discussion

3.1. Time-Invariant SISO TF Models

In Figure 1, the gathered energy intake and bodyweight curves from the 32 participants
are displayed.
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Figure 1. Energy intake in kcal day−1 (a) and bodyweight in kg (b) curves collected for each one of the
32 participants in the Minnesota starvation.

The obtained data have shown clear interpersonal differences between participants in their energy
intake and bodyweight curves during the course of the experiment. Even though during the control
phase it is attempted to reduce the variability in the bodyweight among the participants, it can be seen
that the individual variability in energy intake during the starvation stage of the experiment induced
different responses in the bodyweight time course. Similar energy intake patterns lead to different
bodyweight time courses, which highlights the individual characteristics of the biological process,
emphasizing the importance of the aim of this study.

Therefore, using the Minnesota starvation experiment dataset, 32 sub-datasets are created using
the bodyweight and energy intake from each individual participant. Using each sub-dataset, a system
identification procedure is performed to define the best time-invariant parameters model structure
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needed to relate energy intake and bodyweight. In Table 1, a summary is shown of the first and second
order model performances in terms of YIC and the goodness of fit, R2

T. Table 2 shows the Pearson
correlation coefficients (r), to assess the similarity between the model outputs and the weight curves
from the participants. A representative example of the agreement between the measured and estimated
bodyweight curves for one individual test participant (participant 8) in the Minnesota starvation
experiment is displayed in Figure 2.

Table 1. Average Young information criterion (YIC) and coefficient of determination, R2
T, together

with their standard deviation, obtained during the system identification process for each of the 32
sub-datasets created from the Minnesota starvation excel spreadsheet used in the work of [31]. [na nb

δ] indicates the different combinations (24 in total) of time –invariant first and second order models:
number of a-parameters (na) ranging from 1 to 2 (Equation (2)), number of b-parameters (nb) ranging
from 1 to 2 (Equation (3)) and delays (δ) ranging from 0 to 5 samples.

[1 1 0] [1 2 0] [2 1 0] [2 2 0]

YIC −12 ± 2 −5 ± 3 −6 ± 4 −1 ± 5
R2

T 0.99 ± 0.01 0.99 ± 0.01 0.93 ± 0.24 0.83 ± 0.34

[1 1 1] [1 2 1] [2 1 1] [2 2 1]

YIC −11 ± 2 −6 ± 2 −1 ± 6 2 ± 6
R2

T 0.99 ± 0.01 0.99 ± 0.01 0.60 ± 0.47 0.53 ± 0.49

[1 1 2] [1 2 2] [2 1 2] [2 2 2]

YIC −9 ± 1 −6 ± 2 5 ± 3 7 ± 6
R2

T 0.97 ± 0.01 0.98 ± 0.01 0.09 ± 0.28 0.21 ± 0.39

[1 1 3] [1 2 3] [2 1 3] [2 2 3]

YIC −8 ± 1 −4 ± 2 5 ± 2 5 ± 4
R2

T 0.96 ± 0.02 0.96 ± 0.02 0.03 ± 0.17 0.24 ± 0.36

[1 1 4] [1 2 4] [2 1 4] [2 2 4]

YIC −6 ± 2 1 ± 4 6 ± 2 6 ± 4
R2

T 0.90 ± 0.16 0.84 ± 0.27 0.03 ± 0.14 0.18 ± 0.30

[1 1 5] [1 2 5] [2 1 5] [2 2 5]

YIC −2 ± 4 1 ± 3 4 ± 3 7 ± 5
R2

T 0.75 ± 0.34 0.72 ± 0.37 0.15 ± 0.31 0.19 ± 0.35

Table 2. Mean and standard deviation of the Pearson correlation coefficient obtained when comparing
the first and second orders time-invariant models with no delay ([na nb 0]) output and each one of the
weight curves collected for the 32 participants in the experiment.

[1 1 0] [1 2 0] [2 1 0] [2 2 0]

0.999 ± 0.001 0.999 ± 0.001 0.999 ± 0.001 0.999 ± 0.001

The results have shown that a first order model is sufficient to characterize the impact of energy
intake in bodyweight, as reflected by the superior YIC, R2

T, and a high Pearson correlation coefficient
results (see Tables 1 and 2). During the system identification process, the presence of delay was allowed,
but the best results were always obtained when no delay (i.e., δ = 0) was present in the models. From a
biological viewpoint this make sense, as metabolizing the ingested energy takes about 12 h, while the
used time interval is one week (i.e., 168 h). Thus, the time delay between energy intake and bodyweight
change reduces to nearly zero in terms of the used measurement interval of one week.

In addition, the YIC value also indicates that the parameters estimation when using a first order
model is reliable. Ideally, it would be possible to define a first order model, using the average values
of the different estimations of a- and b-parameters obtained for each subject, which would allow
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estimating the impact of bodyweight of a given energy intake. When the a- and b-parameters from the
individual estimations are averaged together, the following model is obtained,

BWt = a1·BWt−1 + b0·EIt = (0.92± 0.03)·BWt−1 + (9± 3)·10−4
·EIt (20)

where BW is bodyweight in kg, EI is the energy intake in kcal day−1 and t is the time sample in
weeks. It can be seen that the b-parameter exhibits more variability than the a-parameter. This is
expected, taking into account the biological process under study. Translating the model to the biological
process, it states that the bodyweight at time t is the bodyweight of the time sample before plus a
contribution of a certain percentage of the energy intake at time sample t. Therefore, on one hand it
is expected that the a-parameter should be close to one and should not show too much variability
between participants. On the other hand, the b-parameter should resemble energy efficiency and thus
it is expected to vary between the different individuals. From Equation (20), it can be the seen that
the results matched perfectly this hypothesis. Running this average model in all datasets results in
an average coefficient of determination of R2

T = 0.3 ± 0.2. Therefore, by defining an average model in
which an average b-parameter value is set, the performance of the model drops drastically. In several
previous studies [24–28,31–33], models were developed to estimate bodyweight changes in response to
changes in the energy balance, taking into account energy intake and physical activity. These models
are mechanistic models, using population-based average estimations of parameters to describe the
energy balance equations. This explains the high standard deviation exhibited in the results of these
models. The same is observed in this work, when an average time-invariant parameters model is
developed. This clearly indicates the need for accurately estimating the proper b-parameter value for
each individual.
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Therefore, from the system identification step it can be concluded that a first order transfer
function model is sufficient to characterize the impact of energy intake on the bodyweight time course.
However, it is necessary to use b-parameters that resemble the energy efficiency of the individual, and
thus developing an average model is not a suitable approach. Moreover, it is expected that this energy
efficiency would not only be individually different, but also change throughout the experimental period.
Internal and external factors are expected to affect how a person translates the energy intake into a
bodyweight change throughout the weight intervention process. Therefore, by including time-variant
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parameters in the model, it is expected to cope with these dynamic characteristic of the process. Thus,
in the next section the results of the time-variant parameters modelling approach are described.

3.2. Time-Variant Parameters Models

By allowing the parameters to vary in time, it is expected to capture the changes induced in the
energy efficiency by factors not taken explicitly into account in the model and, hence, obtain a more
accurate estimation of bodyweight.

Firstly, the modelling accuracy is evaluated when modelling the complete experiment. In the
previous section, it was shown that a first order transfer function model is sufficient to describe the
relation between the energy intake and the bodyweight. Thus, a first order DARX model and a DLR
model are tested. In Table 3, the results from the modelling performance for the complete experiment,
in terms of the NRMSE and r, are shown for both time-varying modelling approaches.

Table 3. Normalized root mean square error (NRMSE) and Pearson correlation coefficient (r) evaluating
the fitting agreement between the experimental data and the model output of the dynamic linear
regression (DLR) model and a first order dynamic auto-regression with exogenous variables (DARX).

DLR DARX

NRMSE 0.997 ± 0.003 0.941 ± 0.031

r 0.999 ± 0.001 0.997 ± 0.003

These results indicate that the DLR model provides a better and more consistent fitting agreement
than the DARX model. Thus, from these results it seems that the DLR model outperforms the DARX
approach. One of the reasons, which can explain this finding, could be the higher stochasticity
behavior in the DLR model. Stochastic models can account for the variability among individuals in
populations. Thus, a combination of deterministic and stochastic parts in the model allows quantifying
both, the trend and the variability present in the process [51]. Besides, in the work of [2], weight loss is
modelled by energy deficit, using energy flux balances. They found that when a stochastic component
is added to the model the results improved. This is in line with the results obtained in this analysis.
Allowing the time –variant model parameters to have a stochastic behavior, in order to characterize
their time-evolution, improves the modelling performance. However, this analysis just confirms that
a first order model with time-variant parameters allows characterizing the relation between energy
intake and bodyweight time-course more accurately than using time-invariant parameters models, as
expected. In order to develop a control system in the next phase, the model should not only describe
the process accurately but also should exhibit suitable forecasting properties. Therefore, the forecasting
capabilities of both time-variant parameters models are tested. In Tables 4 and 5, the forecasting
performance for the DLR and DARX models is displayed in terms of MRPE.

Table 4. Mean relative prediction error (MRPE), in percentage, for different combinations of time
window (TW) and prediction horizon (PH) sizes, measured in weeks, when applying the dynamic
linear regression (DLR) model.

TW [Week]

PH
[week]

3 4 5 6 7 8 9 10 11 12 13 14 15

1 2.82 1.96 1.81 1.75 1.66 1.66 1.57 1.51 1.39 1.36 1.31 1.33 1.24
2 4.54 3.57 3.37 3.20 3.09 3.00 2.87 2.70 2.50 2.41 2.35 2.28 2.13
3 5.86 5.09 4.73 4.54 4.29 4.15 3.99 3.75 3.43 3.34 3.21 3.09 2.98
4 7.22 6.44 5.98 5.65 5.37 5.21 4.99 4.65 4.39 4.23 4.01 3.91 3.77
5 8.30 7.66 7.10 6.73 6.50 6.31 5.99 5.71 5.32 5.06 4.81 4.67 4.39
6 9.31 8.73 8.22 7.89 7.65 7.35 7.06 6.68 6.17 5.99 5.71 5.44 5.15
7 10.24 9.92 9.43 9.08 8.67 8.44 8.05 7.53 7.26 7.02 6.59 6.34 6.03
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Table 5. Mean relative prediction error (MRPE), in percentage, for different combinations of time
window (TW) and prediction horizon (PH) sizes, measured in weeks, when applying the dynamic
auto-regression with exogenous variables (DARX) model. The values >100 indicate an extremely low
forecasting performance of the model.

TW [week]

PH
[week]

3 4 5 6 7 8 9 10 11 12 13 14 15

1 2.05 1.23 1.15 1.11 1.04 1.04 1.00 0.97 1.01 0.98 0.99 1.02 1.05
2 6.02 2.13 1.83 1.70 1.56 1.51 1.46 1.45 1.48 1.45 1.46 1.53 1.52
3 24.64 3.45 2.69 2.35 2.06 1.95 1.91 1.86 1.90 1.85 1.91 1.91 1.90
4 >100 4.94 3.50 2.92 2.53 2.38 2.30 2.31 2.33 2.27 2.27 2.25 2.28
5 >100 6.35 4.22 3.44 3.07 2.84 2.79 2.77 2.79 2.70 2.67 2.67 2.74
6 >100 8.36 5.02 4.05 3.55 3.30 3.21 3.15 3.19 3.07 3.06 3.12 3.18
7 >100 11.21 5.85 4.66 4.08 3.74 3.64 3.57 3.59 3.50 3.53 3.54 3.53

Besides, in Figure 3, the results obtained for the different combinations of time window and
prediction horizon sizes tested for both time-variant parameters models are displayed, together with a
representative example for the one-week ahead prediction horizon forecasting results.
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Figure 3. Average mean relative prediction error (MRPE) from the 32 test participants in the Minnesota
starvation experiment for different combinations of time window (TW) and prediction horizon (PH)
sizes for the DARX (a) and DLR (c) models. Besides, the MRPE for one-week ahead prediction according
to different time window sizes is shown for the DARX (b) and DLR (d) models.

It is clear from the aforementioned results that the DARX model is able to achieve the best
forecasting performance. Time window sizes ranging between 7 and 12 weeks lead to a MRPE of
1.01 ± 0.02%, on average, when using the DARX model. In the same range, the average MRPE for the
DLR model is 1.53 ± 0.12%. Thus, there is a difference of 0.52% in favor of the DARX model prediction
capabilities. Besides, the evolution of the MRPE among the different time window and prediction
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horizon sizes in the DLR model improves, as more data is included in the time window. Biologically, it
is expected that the energy efficiency will vary with time and the current efficiency should be more
relevant than the efficiency in past instances. Thus, it seems that the DLR model is not capturing fully
the expected biological behavior of the process.

In contrast, the DARX model shows that increasing the window size improves the forecasting
performance, but only until a certain range. Once this range is exceeded, the forecasting properties
worsen again. This is expected, as the sliding time window with a fixed size should help in removing
the impact of obsolete data in the model [47]. Thus, this is more in line with what it is expected in
terms of the biological process under study. Furthermore, it can be seen that the optimal time window
size changes according to the prediction horizon size. For instance, if the prediction horizon is raised
to 4–5 weeks, thus over a month time, the MRPE error ranges between 2.5–3% and the optimal time
window size range increases to 10–14 weeks.

The prediction of bodyweight using a recursive linear regression approach based on time-variant
parameters has been already tested on broiler chickens [47]. In that study, the lowest MRPE reaches a
value of 1.4% for a prediction horizon of 1 day and the highest MRPE is 4.1% for a prediction horizon
of 7 days, when broiler chickens are fed ad libitum [47]. These results illustrate that using time-variant
parameters models to predict human bodyweight is highly accurate, improving the previous results.

Lastly, it is important to mention that because little information on energy expenditure is known,
the bodyweight predictions are based solely on energy intake. The data from the Minnesota starvation
experiment include merely estimations of the resting energy expenditure on the week prior to the
starvation phase and at the end of the starvation phase. Thus, calculating the weekly energy balance
is not possible. There are several models in literature that attempt to address this characteristic
during a weight program intervention by using complex mechanistic models based on systems of one
dimensional differential equations [28,29,31,32]. Although these theoretical models resemble accurately
the dynamic process of bodyweight change, the large amount of model parameters are estimated based
on averages from population studies [32] and do not take into account the changes in the values of the
model parameters throughout the experimental period [11]. In the modelling framework proposed
in this study, not only the dynamic evolution through time, but also the dynamics induced by the
impact of internal and external factors in the model parameters are taken into account implicitly by the
model. This allows designing more compact models, reducing greatly their complexity while capturing
the most relevant dynamics of the process. In future, if both energy intake and expenditure would
be available, a time-variant model in which both are used as inputs could be developed. Moreover,
gathering regular information about the time course of fat body mass and lean body mass would allow
developing a time-variant model, whose model parameters could be related to existing mechanistic
equations describing bodyweight component changes in response to changes in energy intake and
energy expenditure. On one hand, this would help dietitians to develop further the current mechanistic
expressions to describe more accurately the bodyweight change process. On the other hand, it would
enable them to evaluate and adapt in real-time the impact of the suggested dietary energy intake to
achieve a desire bodyweight change at individualized patient level.

In summary, these results show that a time-variant parameters model allows characterizing
accurately the dynamics of a body weight change induced by a change in dietary energy intake. Using
a window size of seven weeks of dietary energy intake allows forecasting bodyweight one-week ahead
with a MRPE of 1.04% and four-weeks ahead with a MRPE of 2.53%. Therefore, from this analysis
with time-variant models, it seems that a first order DARX model is the best model choice when
balancing fitting agreement and forecasting performance. Besides, it seems to describe more accurately
the biological process under study. Therefore, this model is considered the best option to develop
a model-predictive control to estimate the energy intake needed to achieve a desired bodyweight
change. In the next section, the model predictive controller is developed and tested. When using the
time-variant parameters model in the controller, the time window size of seven weeks is selected. It
should be noted that even though in this study the time window size is fixed, it would be possible to



Appl. Sci. 2019, 9, 2609 14 of 24

perform a similar analysis as the one described in this section to estimate in real-time which would be
the optimal time window size to be used in the controller’s model for each individual.

3.3. Simulation Model Predictive Control

Several MPC systems are developed using both the time-invariant and time-variant parameters
transfer function models tested in the previous sub-sections. In order to test the capabilities of the
controller for each individual participant, the bodyweight collected during the experiment is used as
reference bodyweight curve and then the energy intake advised by the controller is compared with the
measured energy intake. First, simulations are performed without any constraint to the system. Next,
simulations with constraints are performed as well. In Figure 4, a comparison between the energy
intake suggested by the different controllers and the energy intake collected during the experiments
is displayed.

Appl. Sci. 2019, 9, 2609 14 of 23 

Next, simulations with constraints are performed as well. In Figure 4, a comparison between the 
energy intake suggested by the different controllers and the energy intake collected during the 
experiments is displayed.  

 
Figure 4. In (a), the energy intake curves suggested by the model predictive control (MPC) (dashed 
colored lines) compared with the energy intake measured (solid blue line) during the Minnesota 
starvation experiment are shown for participant 15. In (b), the bodyweight time course obtained 
following the MPC suggestions (dash colored lines) compared with the bodyweight measured (solid 
blue line) during the Minnesota starvation experiment is shown for participant 15. The different 
MPCs tested are the MPC using a time-invariant parameters transfer function model, without (red - 
*) and with constraints (yellow - square), and the MPC using the time-variant parameters DARX 
model, without (purple circle) and with constraints (green diamond). 

The results have shown that the developed MPC, using the time-variant parameters DARX 
model, suggested an energy intake which is closest (see Table 6) to the actual energy intake collected 
during the experiment in comparison to that suggested by the MPC developed using time-invariant 
models. The MPC developed using the time-invariant model with constraints and the one using the 
DARX model without constraints perform similarly. Finally, the MPC developed using the 
time-invariant model and without constraints suggests an energy intake, which follows completely 
different dynamics. In addition, all MPC systems tested generate similar bodyweight curves, which 
follow closely the reference bodyweight curve. In order to quantify this visual inspection, Table 6 
shows a summary of the NRMSE, RMSE and r values when comparing the measured energy intake 
and bodyweight curves with those estimated from the different controller simulations. Besides, the 
RMSE between the final weight achieved by the participant and the final weight obtained in the 
different controller simulations is summarized in Table 7. 

Table 6. Normalized root mean square error (NRMSE), root mean square error (RMSE) and Pearson 
correlation coefficient (r) when comparing the MPC suggestions for energy intake and bodyweight 
outcome, with the energy intake and body weight from the Minnesota starvation experiment. The 
MPC systems tested are the one using the time-invariant parameters model without constraints (TI), 
the same one but with constraints (TIC), the MPC system using the time-variant parameter DARX 
model without constraints (TV) and this one with constraints (TVC). The RMSE for bodyweight has 
kg as units and the RMSE for energy intake has kcal day-1 units. The NRMSE value is set to 0 when 
the energy intake suggested by the MPC and the measured energy intake curves follow diverging 
dynamics. 

 Bodyweight [kg] Energy intake [kcal day-1] 

Figure 4. In (a), the energy intake curves suggested by the model predictive control (MPC) (dashed
colored lines) compared with the energy intake measured (solid blue line) during the Minnesota
starvation experiment are shown for participant 15. In (b), the bodyweight time course obtained
following the MPC suggestions (dash colored lines) compared with the bodyweight measured (solid
blue line) during the Minnesota starvation experiment is shown for participant 15. The different MPCs
tested are the MPC using a time-invariant parameters transfer function model, without (red *) and with
constraints (yellow square), and the MPC using the time-variant parameters DARX model, without
(purple circle) and with constraints (green diamond).

The results have shown that the developed MPC, using the time-variant parameters DARX model,
suggested an energy intake which is closest (see Table 6) to the actual energy intake collected during
the experiment in comparison to that suggested by the MPC developed using time-invariant models.
The MPC developed using the time-invariant model with constraints and the one using the DARX
model without constraints perform similarly. Finally, the MPC developed using the time-invariant
model and without constraints suggests an energy intake, which follows completely different dynamics.
In addition, all MPC systems tested generate similar bodyweight curves, which follow closely the
reference bodyweight curve. In order to quantify this visual inspection, Table 6 shows a summary of
the NRMSE, RMSE and r values when comparing the measured energy intake and bodyweight curves
with those estimated from the different controller simulations. Besides, the RMSE between the final
weight achieved by the participant and the final weight obtained in the different controller simulations
is summarized in Table 7.
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Table 6. Normalized root mean square error (NRMSE), root mean square error (RMSE) and Pearson
correlation coefficient (r) when comparing the MPC suggestions for energy intake and bodyweight
outcome, with the energy intake and body weight from the Minnesota starvation experiment. The MPC
systems tested are the one using the time-invariant parameters model without constraints (TI), the
same one but with constraints (TIC), the MPC system using the time-variant parameter DARX model
without constraints (TV) and this one with constraints (TVC). The RMSE for bodyweight has kg as units
and the RMSE for energy intake has kcal day−1 units. The NRMSE value is set to 0 when the energy
intake suggested by the MPC and the measured energy intake curves follow diverging dynamics.

Bodyweight [kg] Energy Intake [kcal day−1]

TI TIC TV TVC TI TIC TV TVC

NRMSE 0.92 ± 0.01 0.92 ± 0.01 0.90 ± 0.03 0.91 ± 0.02 0 0 0 0.92 ± 0.04

RMSE 0.46 ± 0.19 0.46 ± 0.19 0.33 ± 0.08 0.32 ± 0.08 1278 ± 875 726 ± 324 232 ± 121 13 ± 10

r 0.99 ± 0.01 0.99 ± 0.01 0.99 ± 0.01 0.99 ± 0.01 0.43 ± 0.12 0.95 ± 0.03 0.41 ± 0.27 0.99 ± 0.01

Table 7. Root mean square error (RMSE) when comparing the MPC end value of bodyweight outcome for
all MPCs tested and final energy intake suggestion for the MPC using the time-variant parameter DARX
model with constraints (TVC) with the final bodyweight and energy intake values from the Minnesota
starvation experiment. The MPC systems tested are the one using the time-invariant parameters model
(TI), the same one but adding constraints (TIC), and the MPC system using the time-variant parameter
DARX model (TV) and this one with constraints (TVC). The RMSE for bodyweight has kg as units and
the RMSE for energy intake has kcal day−1 units.

Bodyweight [kg] Energy Intake [kcal day−1]

TI TIC TV TVC TVC

RMSE 0.38 ± 0.06 0.38 ± 0.06 0.26 ± 0.06 0.26 ± 0.03 9 ± 3

It can be seen that the best performance is obtained when using the DARX model in the controller
with constraints in the simulation. The RMSE for bodyweight and energy intake is only 260 g and
9 kcal day−1, respectively. Moreover, the difference between the final bodyweight and energy intake
values from all MPC’s and the measured ones during the experiment are, on average, lower than 440 g
and 12 kcal day−1, respectively.

These results highlight again the need to use individualized time-variant parameters models
to develop a MPC capable to manage automatically the individualized advice of energy intake to
achieve a desire bodyweight change. However, this does not necessarily mean that the other MPCs
are suggesting completely wrong energy intake levels. As it can be seen in Figure 4, all outcome
bodyweight curves from the MPCs follows closely the reference one. Thus, these suggested energy
intake curves should be understood as alternative possibilities that, in principle, would have taken the
participant to similar end bodyweight without lowering suddenly the energy intake, but by lowering
the energy intake following another pattern. When starting to lower the energy intake following one
of these alternative curves, it would be still needed to develop a time-variant model to monitor the
performance of the test subject in real-time and adapt the suggested curves to the new conditions.
In this regard, these capabilities can be exploited by dietitians to determine which is the healthier
alternative for an individual patient to achieve the desire bodyweight change according to its response
to the initial treatment through time.

Thus, in order to test the MPC system capabilities to follow theoretical reference curves, three
different theoretical bodyweight curves are defined according to the procedure described in Section 2.3
of the Material and Methods section. In Figure 5, the different energy intake curves suggested by
the controller are displayed. In addition, the resulting estimated weight curves obtained when
following these suggestions, compared with the defined theoretical ones, are displayed as well. In
order to perform these simulations, the average time-invariant model obtained in Section 3.1 of this
section is used as model for the controller. This approach cannot be tested with the time-variant
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parameters DARX models, as there is no actual data collection from the participants following these
theoretical curves.Appl. Sci. 2019, 9, 2609 16 of 23 
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Figure 5. Energy intake curves suggested by the MPC controller using the time-invariant averaged TF
model in order to follow the theoretical bodyweight curves 1, 2 and 3, (a), (c) and (e), respectively. The
reference bodyweight curves 1, 2 and 3 (solid lines) and bodyweight curves obtained with the MPC
simulation (dashed lines) are display in (b), (d) and (f), respectively.

It can be seen that the energy intake curves suggested by the controller are similar. The main
difference is the energy intake change rate over consecutive weeks. Depending on the theoretical
bodyweight curve used as reference, the energy intake suggested for an average individual decreases
faster or slower in consecutive weeks. The NRMSE, RMSE and r describing the differences between
the reference bodyweight curve and the bodyweight curves achieved with the control simulation
are summarized in Table 8. Table 9 shows the RMSE between the final bodyweight value from the
controllers and the one from the theoretical reference curve.

Table 8. Normalized root mean square error (NRMSE), root mean square error (RMSE), in kg, and
Pearson correlation coefficient (r) for the comparison between the bodyweight curve obtain following
the suggestions from the MPC systems using the time-invariant parameters transfer function model,
without (TI) and with constraints (TIC) and the three theoretical bodyweight reference curves generated.

Reference Curve 1 Reference Curve 2 Reference Curve 3

TI TIC TI TIC TI TIC

NRMSE 0.968 ± 0.004 0.969 ± 0.003 0.941 ± 0.002 0.941 ± 0.003 0.943 ± 0.002 0.951 ± 0.010

RMSE 0.10 ± 0.05 0.10 ± 0.04 0.19 ± 0.05 0.19 ± 0.05 0.15 ± 0.04 0.13 ± 0.08

r 0.999 ± 0.001 0.998 ± 0.002 0.999 ± 0.001 0.999 ± 0.001 0.998 ± 0.002 0.999 ± 0.001
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Table 9. Root mean square error (RMSE), in kg, for the comparison between the end bodyweight from
the curves obtain following the suggestions from the MPC systems using the time-invariant parameters
transfer function model, without (TI) and with constraints (TIC) and the three theoretical bodyweight
reference curves generated.

Reference Curve 1 Reference Curve 2 Reference Curve 3

TI TIC TI TIC TI TIC

RMSE 0.010 ± 0.003 0.010 ± 0.003 0.034 ± 0.012 0.006 ± 0.003 0.065 ± 0.38 0.065 ± 0.036

It can be seen that the RMSE errors, when comparing the complete curves or just the final values,
are small, less than 200 g on average, in all cases. Thus, the MPC controller is able to follow closely a
predefined theoretical bodyweight curve. Therefore, the MPC developed in this study may be used to
set a theoretical bodyweight reference curve and evaluate the energy intake curve suggested to follow
the given bodyweight curve in order to achieve the desired final weight.

Finally, as the last part of the analysis, the robustness of the controller is tested. A random
contribution, at the level of the standard error in the parameters estimations (10%), is added as
uncertainty to the a- and b-parameters of the time-invariant model. Using Monte Carlo simulations,
the robustness of the model is tested, generating 100 realizations varying a- or b-parameter estimations.
In Figure 6, examples of the suggested energy intake and bodyweight curves obtained from these 100
Monte Carlo simulations, adding uncertainty in the a- and b-parameters, respectively, are shown.

Appl. Sci. 2019, 9, 2609 17 of 23 

be used to set a theoretical bodyweight reference curve and evaluate the energy intake curve 
suggested to follow the given bodyweight curve in order to achieve the desired final weight. 

Finally, as the last part of the analysis, the robustness of the controller is tested. A random 
contribution, at the level of the standard error in the parameters estimations (10%), is added as 
uncertainty to the a- and b-parameters of the time-invariant model. Using Monte Carlo simulations, 
the robustness of the model is tested, generating 100 realizations varying a- or b-parameter 
estimations. In Figure 6, examples of the suggested energy intake and bodyweight curves obtained 
from these 100 Monte Carlo simulations, adding uncertainty in the a- and b-parameters, respectively, 
are shown.  

 
Figure 6. Energy intake curves suggested by the MPC system based on the time-invariant parameters 
TF model when uncertainty is added to the a-parameter estimation (a) or in b-parameter estimation 
(c) and the obtained bodyweight curves when following these respective energy curves (b) and (d), 
after 100 Monte Carlo simulations are performed. 

The results have shown how the controller’s suggestions for energy intake are much less 
sensitive to the uncertainty in the a-parameter than in the b-parameter. This is expected as the 
b-parameter represents the energy intake efficiency; thus, slight changes in this parameter induce 
changes in the energy required to achieve a target bodyweight. However, uncertainty in the 
a-parameter should be limited as well, because an increase in uncertainty may lead to an unstable 
model. Therefore, these results point out again towards the need to use time-variant parameters 
models, such the DARX model tested in this study, to obtain accurate estimations of the model 
parameters and their time evolution for individual participants. Accounting in the model 
parameters for this variability improves considerably the capabilities of the MPC to suggest energy 
intake levels which take the individuals variability into account, enabling it to get the closest 
possible to the targeted bodyweight. 

In [41], the growth trajectory of broiler chickens is controlled based on an adaptive dynamic 
model. Here, the performance of the MPC algorithm is quantified by calculating the mean relative 
error (MRE) between the actual and target weight trajectory of the broiler chickens. The MRE values 

Figure 6. Energy intake curves suggested by the MPC system based on the time-invariant parameters
TF model when uncertainty is added to the a-parameter estimation (a) or in b-parameter estimation (c)
and the obtained bodyweight curves when following these respective energy curves (b) and (d), after
100 Monte Carlo simulations are performed.

The results have shown how the controller’s suggestions for energy intake are much less sensitive
to the uncertainty in the a-parameter than in the b-parameter. This is expected as the b-parameter
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represents the energy intake efficiency; thus, slight changes in this parameter induce changes in the
energy required to achieve a target bodyweight. However, uncertainty in the a-parameter should be
limited as well, because an increase in uncertainty may lead to an unstable model. Therefore, these
results point out again towards the need to use time-variant parameters models, such the DARX model
tested in this study, to obtain accurate estimations of the model parameters and their time evolution for
individual participants. Accounting in the model parameters for this variability improves considerably
the capabilities of the MPC to suggest energy intake levels which take the individuals variability into
account, enabling it to get the closest possible to the targeted bodyweight.

In [41], the growth trajectory of broiler chickens is controlled based on an adaptive dynamic
model. Here, the performance of the MPC algorithm is quantified by calculating the mean relative
error (MRE) between the actual and target weight trajectory of the broiler chickens. The MRE values
ranged between 3.7% and 7.0%. For broiler chickens, it is important that the actual growth trajectory
resembles the target trajectory, in order to suppress negative effects associated with fast growing broiler
chickens. Examples of negative effects include decreased reproduction capacity of the breeder stock,
increased body fat deposition and metabolic diseases, such as sudden death syndrome [41]. In [43],
the MPC developed in [41] was tested in commercial broiler settings. In this case, the MRE ranged
between 6% and 11% under these conditions. Translating the NRMSE and RMSE results from this
work to MRE values, obtains, on average, a MRE of 0.65 ± 0.07% and 0.34 ± 0.06% when comparing
the experimental measured bodyweight curve for each participant and the bodyweight curve obtained
following the suggestions from the MPC using time-invariant parameters and time-variant parameters
models, respectively. Moreover, MRE of 0.12 ± 0.01%, 0.18 ± 0.02% and 0.15 ± 0.03% are obtained when
comparing the theoretical bodyweight reference trajectory curves and those obtained when following
the MPC suggestions for the theoretical reference trajectories 1, 2 and 3, respectively. Therefore, the
MPC’s developed in this work show that they are capable of following different bodyweight reference
trajectories accurately. Similarly as in the case of the time-variant parameters models, the MPC’s
developed in this work exhibit a high accuracy when compared with the ones developed for livestock
applications. Thus, this enables dietitians to develop a theoretical bodyweight curve and test the
energy intake suggested to fulfill this goal in an individualized manner for their patients. Besides,
taking advantage of the adaptive capabilities of the MPC, it is possible to modify in real-time this
bodyweight reference trajectory according to the performance of the patient and health considerations.

In [11,34], dynamic models are developed to control bodyweight dynamics. These models are
dynamic in the sense of accounting for the time evolution of the bodyweight and energy processes.
However, these models do not account for the time evolution of the model parameters or the
individualized estimation of those parameters working in real-time. These dynamic models still rely on
average mechanistic descriptions of the bodyweight and energy flux dynamics. Thus, these approaches
lack the adaptability characteristics of the MPC developed in this work. However, a MPC as developed
in this work has still some drawbacks to be taken into account in the future. No information on the
ratio of carbohydrates, lipids and proteins with respect to the total energy intake is provided. In
addition to the total energy intake, further optimization of the MPC algorithm can include suggestions
on the ratio of carbohydrates, lipids and proteins based on the recommended dietary allowances. An
important factor influencing the dietary behavior is the degree of saturation. Food with a high energy
density usually ensures a low degree of satiety. Therefore, food with a low energy density is usually
recommended, as it provides a longer period of satiety [52]. In [12], it is shown that combining current
methods to deal with bodyweight changes with mHealth applications may enhance the performance
of the first ones. Therefore, on the one hand, the current applications may benefit from including such
a MPC as developed in this work. By providing more individual accurate estimations of energy intake
and bodyweight change levels, it is expected to enhance the engagement to the mHealth technology
and the adhesion to its suggestions, improving weight management [33]. On the other hand, if
further development of apps and wearables enhance the characterization of the energy intake, physical
activity and other related physiological variables, the MPC developed in this work can be extended to
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manage more accurately the metabolization and energy flux balances processes. In such a situation, a
comparison with the existing mechanistic models would allow extracting more biological and physical
information while keeping the real-time and automatic properties of the controller.

To sum up, it can be seen that such a MPC system may help people to manage and control
their bodyweight in real time. Taking advantage of the new possibilities offered by wearables and
smartphones, an individual can gather real-time information about their energy intake, bodyweight
and activity. Then, mHealth applications may exploit such compact and accurate MPC algorithms to
manage body weight change taking advantage of the data gathered. This enables a target bodyweight
or bodyweight reference curve to be defined and suggestions for the energy intake needed to achieve
this goal to be made. Besides, the MPC system may be a useful tool for dietitians as well. They can
develop theoretical bodyweight curves for losing weight using biological and medical information and
simulate the energy intake suggested to follow this curve at individual patient level as close as possible.
Moreover, at certain points in the treatment, this theoretical curve can be adapted according to the
performance of the patient and medical considerations. Thus, the MPC system can be used not only to
simulate an energy intake pattern according to a predefined bodyweight curve, but also to monitor
the impact of the strategy in individual patients and adapt the strategy accordingly throughout the
bodyweight change process.

3.4. Current Limitations and Future Perspectives

The Minnesota starvation experiment was performed in 1944 to investigate the psychological
and physiological effects of severe dietary restriction [53]. The experiment was designed to mimic the
dietary conditions of prisoners during World War II. Therefore, due to both the period in which the
experiment was performed and the focus, only male participants were selected. This restriction in
energy intake is not a recommended method to lose weight, as the energy intake is lower than the
minimum requirements. However, this abrupt change in energy intake presents the perfect conditions
to perform an analysis of the system’s dynamics and the modelling of body weight in response to
energy intake. Unfortunately, the experiment has some limitations with respect to age, gender, size
of the study population, and BMI category. The population of the Minnesota starvation experiment
counted 32 male participants. The size of the population was small and the population did not represent
differences in gender, BMI category and age. A study, performed on male and female mice, showed
that the metabolic processes during bodyweight dynamics are gender-dependent [54]. Therefore, it
is necessary to verify and model the body weight dynamics of both males and females. The age of
the participants varied between a limited range of 20 and 33 years. Metabolic processes are not only
dependent on the gender but also on the age. To estimate the basal metabolic rate (BMR), the equations
in [49] are often used and are different depending on gender and age. Calculation of BMR is based on
height and weight. In the Minnesota starvation experiment, the average body weight and BMI of the
participants prior to the starvation phase were 69.36 kg and 21.7, respectively. All participants apart
from one had a BMI in the normal category. Only one subject was slightly overweight with a BMI of
25.4. The aim of this study is to make a first step towards designing a controller to help overweight
or obese people lose body weight. However, the constructed controller is based on data of 32 male
participants within the normal BMI category. Regardless of the limited subject variation, the controller
should eventually depend on time-variant parameters opposed to time-invariant parameters. The
benefit of using time-variant parameters is that if the underlying metabolic processes are changed due
to unknown factors, the parameters are updated in order to predict future body weight more accurately.

The modelling framework also has certain limitations. It is known that the weight loss intervention
strategies will be affected by external factors [55], such as psychological [56–59], occupational [60–63],
and metabolic factors [64,65], besides their combined effects [66,67]. These external factors will affect
the weight loss intervention, as well as its maintenance in the long term [68,69]. Besides, there is a high
degree of heterogeneity in the impact of these factors both, during and after a weight intervention [70].
In principle, the modelling framework developed in this study cannot provide directly any information
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about this matter during its application throughout the weight intervention. However, there is an
aspect in the proposed modelling approach, which can actually allow getting some insight in this
regard. One of the reasons for allowing the parameters to vary with time is to capture the contribution
of external factors, which impact the process under study but which are not taken explicitly into
account in the model. Therefore, the time evolution of the model parameters can be understood as a
summary of the contribution of each individual external factor, besides the inherent time evolution
related to the process input (energy intake in this study). This is the reason why, although we use a
simple compact model based solely on energy intake and bodyweight, this allows describing accurately
the weight loss intervention.

This, at first sight, model limitation actually provides one of the most interesting aspects for future
improvement and development of the modelling approach. More specifically, it opens the possibility
to use the time evolution of the model parameters as data-based reference to describe the impact of
these external factors. If experiments, in which in a controlled manner a weight intervention is taking
place and only one or a limited number of its external factors are allowed to vary, then the output
from the current mechanistic expression can be tested against the time-variant model parameters. This
would allow not only quantifying the impact of one or several of these external factors, but also gaining
insight in how to refine the proposed mechanistic relations assumed for them. Yet, the validity of the
proposed model could be validated too. Finally, the development of novel features in smartphone
and wearable technologies continues growing exponentially. Therefore, it is expected that soon it will
become possible to have available real-time measurements of more variables playing a role in the
weight intervention. Thus, the model and controller proposed in this study could be expanded and
refined in order to describe more accurately and gain more insight in the weight intervention.

4. Conclusions

In this work, a data-based mechanistic (DBM) model is tested to describe the individual dynamic
responses of bodyweight to changes in the energy intake. During the course of this study, time-invariant
and time-variant parameters models are tested. A DARX time-variant parameters model exhibits on
average a NRMSE of 0.94 ± 0.03. Furthermore, this model allows forecasting bodyweight one week
ahead with a MRPE of 1.01 ± 0.02%, on average. Moreover, a model predictive controller is developed
using this DARX model. This allows suggesting dietary energy intake needed to follow a predefined
bodyweight reference trajectory. Targeting experimentally measured bodyweight trajectories, the
controller managed to calculate the needed energy intake accurately (RMSE = 9 ± 3 kcal day−1

between the actual energy intake and the suggested energy intake by the controller). Additionally, it
was able to accurately follow the bodyweight reference trajectory (RMSE = 0.30 ± 0.06 kg between
the actual reference bodyweight and the bodyweight following energy intake suggestions from the
controller). Therefore, it can be concluded that in the light of the aforementioned results and findings
the developed modeling and MPC algorithms suggested by this paper form a potential solution for
real-time bodyweight monitoring and management.
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