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Abstract: Three alternative approaches, namely the extended/generalized finite element method
(XFEM/GFEM), the scaled boundary finite element method (SBFEM) and phase field methods, are
surveyed and compared in the context of linear elastic fracture mechanics (LEFM). The purpose of
the study is to provide a critical literature review, emphasizing on the mathematical, conceptual and
implementation particularities that lead to the specific advantages and disadvantages of each method,
as well as to offer numerical examples that help illustrate these features.
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1. Introduction

The need for lighter, stronger, and resilient structures across multiple engineering domains,
e.g., the aerospace, automotive, and construction industries, necessitates a robust, economical and
high-fidelity simulation of failure processes [1–3]. Failure in structural components subjected to static
and/or dynamic loading is commonly associated with complex phenomena, i.e., crack nucleation,
propagation, branching, merging and arrest [4,5]. These phenomena emerge from micro-material
discontinuities, which under the action of external stimuli accumulate to cracks and evolve across
several length scales eventually leading to structural failure. From a computational standpoint, these
physics of damage evolution have proven challenging to resolve.

Over the past 20 years, the eXtended Finite Element method (XFEM), the Scaled Boundary Finite
Element method (SBFEM) and most recently the Phase Field method (PFM), have emerged as distinct
methodologies with the common objective of resolving fracture propagation. In this work, we provide
a comparative platform for these methodologies pertinent to both the mathematical treatment of
damage evolution and the corresponding algorithmic implications within the framework of Linear
Elastic Fracture Mechanics (LEFM).

LEFM methods describe damage initiation and propagation within the remit of brittle and
quasi-brittle material response. LEFM has been traditionally treated within two distinct methodological
frameworks, i.e., computational fracture mechanics (see, e.g., [6]) and continuum damage mechanics
(see, e.g., [7]). In the former, damage is explicitly defined as a discrete topological discontinuity. In the
latter, damage is effectively homogenised over a representative volume. Diffuse crack approaches
effectively lie in the boundary of the two aforementioned methods. The need to predict damage related
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phenomena precisely, accurately, and economically within the context of LEFM has spurred research
into an extensive suite of alternative methodologies.

The finite element method (FEM), a representative of the discrete methods class, has reached a
mature development status, effectively becoming the industry standard in numerical methods. Yet,
challenges remain when characterizing singularities or propagation due to discrete cracks. This is
a direct consequence of the following, select FEM shortcomings. The first four challenges primarily
originate from the discretization method itself, while the remaining two pertain to difficulties associated
with integration of LEFM into the discretization process:

1. A conforming mesh topology is required to represent the associated crack.
2. The typical polynomial-based interpolation functions cannot reproduce the singular stress field.
3. Tracking crack paths and incorporating branching and merging behaviour is

algorithmically challenging.
4. Mesh dependant projection errors arise within the context of nonlinear and dynamic analyses.
5. Nucleation, branching and merging of cracks cannot be treated in a uniform and theoretically

sound manner.
6. Calculation of the stress intensity factors (SIFs) requires additional post-processing methods.

Several techniques have been developed to tackle the aforementioned issues. First, sophisticated
remeshing algorithms [8–10] and tools [11,12] have been introduced to model the singular stress field.
The utilization of special element types or the introduction of a fine mesh around crack tips contribute
to tackling this challenge. Second, specially developed quarter-point elements [13], which are placed
around the crack tip, to accurately capture the crack tip singularity. Third, diverse techniques have
been proposed to determine the fracture parameters, such as the SIFs. This includes path-independent
integrals [14–17], the virtual crack closure technique [18–20], the hybrid-element approach [21,22],
and the Irwin’s crack closure integral [23]. The computational toll for such analyses is significant,
with the majority of the effort stemming from the remeshing algorithm and the need for a fine mesh in
the vicinity of the crack tip. Due to these limitations several novel numerical methods treating discrete
cracks, such as meshless methods (MM), material point methods (MPM), boundary element methods
(BEM), the extended/generalized finite element method (XFEM/GFEM), and the scaled boundary
finite element method (SBFEM) have been applied, all distancing themselves from FEM in the way
they define their support.

MM [24–26] were conceived with the aim of eliminating difficulties associated with the reliance on
a mesh. Hence, the interpolation in MMs is solely based on a set of distributed nodes, thus eliminating
FEM issues commonly associated with mesh distortion and remeshing. Crack path extensions are
effortlessly accounted for by introducing additional nodes. However, certain drawbacks remain.
The MM shape functions require higher order integration and the treatment of essential boundary
conditions is intricate, since the shape functions do not necessarily satisfy the Kronecker delta property.
Generally, the computational toll of MMs results higher to that of the FEM [27].

MPM [28] is an extension to Particle-In-Cell methods [29], which efficiently treat history-dependent
variables. In MPM, the continuum is represented by a set of material points that are moving within a
non-deformable (Eulerian) computational grid where contrary to MM, solution of the governing equations
is performed. Treatment of discrete cracks is accounted for by the introduction of multiple velocity
fields [30] or more recently phase fields [31–33]. MPM has been found to offer significant computational
advantages when compared to purely meshless methods since it does not require time-consuming
neighbour searching.

The BEM [34] solves initial value problems described as boundary integral equations hence
reducing dimensionality by one. This significantly reduces the complexity of mesh generation,
since only the boundary and the crack front need be discretised. Furthermore, compared to the
FEM, BEM can often achieve greater accuracy, due to the nature of integrals used in the problem
description. However, this is simultaneously the source of disadvantages. This formulation results in
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fully populated, dense matrices necessitating tailored numerical methods [35,36] to efficiently solve the
resulting discrete equations. The introduction of isogeometric analysis (IGA) [37,38] suggests profound
implications on practical engineering design. The key concept entails employing the Non-Uniform
Rational B-spline (NURBS) not only for the geometric representation, but also for the discretization
employed in the subsequent analysis. NURBS substitute standard FEM shape functions with the
solution obtained on their support. A hybrid isogeometric boundary element method has been
proposed [39–41] coupling many of the advantages of its parent methods. The direct adoption of
the geometry representation as given by CAD software, greatly facilitates the integration of design
and analysis, since no volume parametrization is required for crack propagation. Additionally,
when applied to fracture [42,43], the delivered higher-continuity can increase the accuracy of the
stress field around the crack tip.

An effective means of tackling the issues of mesh dependency and treatment of singularities,
is provided by the extended/generalized [44,45] finite element method (XFEM/GFEM), whose use
is wide spread both in academia and industry. The most characteristic trait of this method is the use
of partition of unity (PU) enrichment [46–48], to incorporate known features of the solution in the
finite element approximation space through appropriate enrichment functions. For fracture mechanics
problems, discontinuous and singular enrichment functions are employed locally, i.e., in the vicinity
of the crack, to allow the representation of discrete cracks independently of the underlying mesh.
This in turn significantly decreases or even removes the remeshing burden, while also increasing
the accuracy with which asymptotic fields are represented. Alternatively, the scaled boundary finite
element method (SBFEM) [49] naturally incorporates the singular stress field, providing an elegant
extraction of the generalized stress intensity factors (gSIFs) in post-processing at negligible additional
computational cost [50]. This is a consequence of SBFEM retaining an analytical solution in the radial
direction, while only requiring discretization along the tangential boundary in the standard FEM
sense. However, double nodes are introduced to accommodate strong discontinuities. This is partially
mitigated due to the polytope nature of SBFEM, which only imposes the condition of star-convexity on
elements. Exploiting balanced quadtrees as hierarchical meshes in conjunction with polygon clipping
the majority of meshing effort is circumvented [51]. XFEM and SBFEM receive in-depth treatment in
Sections 3 and 4.

Alternative discrete fracture methods based on cohesive theories have been utilized to
overcome stress singularities in LEFM also accounting for the nonlinear separation phenomena [6].
Barenblatt [52] originally introduced the cohesive zone method (CZM) to model fracture in brittle
materials. Later, Dugdale [53] extended the CZM to simulate the plastic fracture process zone around
the crack tips. In cohesive fracture theory, the material is not considered perfectly brittle as in Griffith’s
theory. Rather, there is a small zone in front of the crack that can exhibit some ductility. The fracture
energy is gradually released at the crack tip based on the crack opening and equals the critical fracture
energy at full crack opening. If the cohesive zone is sufficiently small, the ductility zone becomes
unimportant and the theory of LEFM can be applied. The CZM has been employed within a FEM, see,
e.g., [54,55] and a BEM, see, e.g., [56] setting, also in conjunction with a partition of unity approach [47].
Furthermore, CZM has been introduced within a particle based approach as in the case of SPH [57],
reproducing kernel particles [58], and the Element-Free Galerkin method [59].

A popular partition of unity approach and a reasonable extension of the CZM is the Cohesive
Segments Method (CSM) [60]. The CSM introduces arbitrary cohesive segments within the finite
elements that act as discontinuities in the displacement field hence alleviating the CZM requirement
for the definition of cohesive elements at the finite element interface. In CSM, the cracks are modelled
as a set of overlapping cohesive segments with their support nodes being enriched with jump and tip
enrichment functions similar to the XFEM. A combination of overlapping crack cohesive segments
results in a continuous crack. Remmers et al. [60] originally applied the CSM in quasi-static brittle
fracture problems mainly focused on mode I separation problems and further extended the method
for the simulation of dynamic crack propagation problems [61]. Using the CSM as point of departure,
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various PUM with cohesive theories have been successfully introduced with a meshless discritization
approach, see, e.g., [62,63].

Rather than attempting to model the actual, discrete crack topology, either as a strong discontinuity
in the displacement field (e.g., XFEM) or an explicitly defined boundary (e.g., SBFEM), diffuse
approximations of cracks incorporate the effects associated with the crack formation, e.g., the stress
release or the stiffness degradation into the constitutive model [64]. Such approaches initiated with the
pioneering work of Rashid [65], who defined a cracking criterion for pre-stressed concrete pressure
vessels on the basis of loss of material stiffness in the direction normal to a crack as this evolves. In the
past 10 years, several methodologies pertinent to diffuse crack models emerged, such as gradient
enhanced damage methods [66,67], Thick Level Set methods [68], and Phase field methods [69]. In the
taxonomy of damage theories, diffuse crack approximations fall within the family of Continuum
Damage Mechanics, where however particular treatment of strain localisation is implicitly performed.
de Borst and Verhoosel [70], see, also Mandal et al. [71] highlighted the similarities between gradient
enhanced damage methods and phase field methods. An insightful discussion on the similarities and
differences between thick level sets and phase fields is provided in [72].

Phase field methods (PFM) for brittle fracture arose from the pioneering work
of Francfort and Marigo [73], who treated elastic fracture as an energy minimization problem
within a robust variational setting. Bourdin et al. [69] used the Mumford-Shah potential [74] to provide a
regularization of this variational formulation. In this, brittle fracture is numerically treated as a coupled,
i.e., displacement and phase field problem; the latter accounts for the crack interface geometry. To this
point, finite element-based phase field formulations have been introduced to treat brittle/fatigue [75–78],
ductile [79,80], and hydraulic fracture [81–85]. Very recently, the phase field method has been introduced
within an MPM [32] and a Virtual Element framework [75].

This paper delivers a critical comparison among numerical methods relying on discretisation,
namely XFEM/GFEM and SBFEM, and the PFM, which belongs in the class of diffuse methods.
The latter has as of late garnered much attention, not only limited to the field of LEFM. Specifically,
we compare the potential of these methods in accurately and efficiently predicting crack propagation,
paths and arrest. Additionally, we remark on the overall computational effort involved in the analysis
and the inherent capabilities/limitations of each method within the LEFM context.

The manuscript is organized as follows. In Section 2 the LEFM problem statement is introduced.
Subsequently, methods relying on discretisation are discussed, with the XFEM/GFEM variants
over-viewed in Section 3, and the SBFEM treated in Section 4. Section 5 offers an overview of phase
field methods, as a salient representative of the diffuse methods class. The workings of the methods
are illustrated by means of four numerical examples, described in Section 6, while Section 7 provides a
methodological comparison and concluding remarks.

2. LEFM Problem Statement

To formulate the linear elastic fracture mechanics (LEFM) problem, we consider the two
dimensional cracked domain Ω shown in Figure 1. The boundary Γ consists of the parts Γ0, where
free surface boundary conditions apply, Γu, where displacements ū are prescribed and Γt where
the surface tractions t̄ are applied as Neumann conditions. The domain includes a crack under the
assumption of free surface conditions Γc. As depicted in Figure 1, the domain boundary is decomposed
as Γ = Γ0 ∪ Γu ∪ Γt ∪ Γc . Then, the elasticity equations shown in Equation (1) with their corresponding
boundary conditions hold:

∇ · σ + b = 0 in Ω (1a)

u = ū on Γu (1b)

σ · n = t̄ on Γt (1c)

σ · n = 0 on Γ0 (1d)



Appl. Sci. 2019, 9, 2436 5 of 65

where σ is the Cauchy stress tensor, n is the unit outward normal to the boundary, b is the applied
body force per unit volume, u is the displacement field and∇ is the gradient operator.

Figure 1. Cracked Body and boundary conditions.

If small deformations are assumed, then the strain field ε can be described as as the symmetric
gradient of the displacement field:

ε = ∇su (2)

Furthermore, if linear elastic material behavior is assumed, stresses can be obtained from strains
through Hooke’s law:

σ = D : ε (3)

where D is the elasticity tensor, which in case of two dimensional problems assumes the following form:

D =
E

1− ν2


1 ν 0
ν 1 0

0 0
1− ν

2

 , for plane stress (4a)

D =
E

(1 + ν) (1− 2ν)


1− ν ν 0

ν 1− ν 0

0 0
1− 2ν

2

 , for plane strain (4b)

with E and ν denoting Young’s modulus and Poisson’s ratio respectively.
A decisive quantity in classic fracture mechanics [86] is the energy release rate, defined as:

G = −∂Π
∂a

(5)

where Π is the total potential energy and a is the crack length (or area for three dimensional problems).
Then, based on the energy release rate criterion, crack propagation will occur when:

G ≥ Gc (6)

where Gc is the critical energy release rate or fracture toughness, which can be considered as a
material parameter.

For a pure mode I problem, the mode I stress intensity factor (SIF) is related to the energy release
rate as follows:

G =
K2

I
E′

(7)

where KI is the stress intensity factor and E′ is the effective elastic modulus:

E′ =

 E for plane stress
E

1− ν2 for plane strain
(8)
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Based on this, the critical stress intensity factor is defined as:

Kc =
√

E′Gc (9)

The corresponding relation for mixed mode planar problems is:

G =
1
E′
(

K2
I + K2

I I

)
(10)

where KI I is the mode II SIF. The square root of the quantity
(
K2

I + K2
I I
)

can be considered as an
equivalent SIF:

Keq =
√

K2
I + K2

I I (11)

Then, the energy release rate criterion of Equation (6) can be written in terms of the SIFs as:

Keq ≥ Kc (12)

Several criteria have been proposed to determine the direction of crack propagation, such as
the maximum circumferential stress or maximum hoop-stress criterion [87], the maximum energy
release rate criterion [88] and the minimum strain energy density criterion [89]. To what concerns the
XFEM/SBFEM analyses carried out in this work, we adopt the latter criterion, which results in the
following expression for the angle of crack propagation:

θc = 2 tan−1

[
−2KI/KI I

1 +
√

1 + 8(KI/KI I)2

]
(13)

3. The Extended/Generalized Finite Element Methods (XFEM/GFEM)

As further mentioned in Section 1, one of the main difficulties associated with the modeling of
fracture by means of conventional finite element methods lies in the fact that a new mesh is needed
at each propagation step. This, apart from increasing the computational cost, significantly limits the
degree of automation that can be achieved in such simulations. The introduction of the partition
of unity method (PUM) [46–48] has provided the background for the subsequent development of a
suite of methods, including the extended [44] and generalized [45] finite element methods that have
managed to overcome, to a large extent, this difficulty. In the following subsections, we provide a
brief overview of these methods with the focus shed onto the methodological and implementational
aspects relating to crack propagation problems. For a more detailed exposition of the methods and
their applications we refer the reader to the several review papers available in existing literature, as for
instance References [90–92] and more recently [93], as well as the references therein.

3.1. Partition of Unity Enrichment

Partition of unity enrichment, in general, allows the incorporation of known features of the
solution in the numerical approximation in the form of enrichment functions. If finite elements are
used as the basis for the numerical approximation, then partition of unity enrichment can be realized
as follows:

u (x) = ∑
∀I

NI (x)uI︸ ︷︷ ︸
FE approximation

+∑
∀I

N∗I (x)Φ (x)bI︸ ︷︷ ︸
enriched part

(14)

where NI (x) are the FE interpolation functions, uI are FE degrees of freedom (dofs), N∗I (x) is a basis
of functions that form a partition of unity, Φ (x) is the enrichment function and bI are the enriched
degrees of freedom.
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Most commonly, finite element shape functions are employed to form the partition of unity basis:

N∗I (x) ≡ NI (x) (15)

Alternative PU bases have can also be found in the literature Zhang et al. [94], Griebel and
Schweitzer [95], Hong and Lee [96], aiming mostly at improving specific aspects of the method, such as
conditioning of the resulting system matrices.

3.2. XFEM/GFEM Enrichment Functions for LEFM

In the original partition of unity finite element method (PU-FEM) [48], enrichment functions
were used as a means of improving the overall accuracy of the approximation, thus enrichment was
applied globally, i.e., for all nodes of the FE mesh. For problems involving localized phenomena,
such as fracture, enrichment functions are only needed locally, thus, in the XFEM [44,97] only a
subset of the nodes is enriched to increase the efficiency of the method. This type of enrichment was
subsequently also adopted in the GFEM rendering the two methods almost identical. In fact, in more
recent publications [92] almost no distinction is made between the two methods.

For LEFM problems, two types of enrichment functions, i.e., specializations of function Φ (x),
are most commonly used to represent the discontinuities and singularities introduced in the solution by
the crack. In the following, these enrichment functions are presented along with possible alternatives
from the literature. Furthermore, some common problems, associated with their use, are identified
and possible remedies discussed.

3.2.1. Jump Enrichment

The first type of enrichment functions consists of modified Heaviside step functions, usually
referred to as jump enrichment functions, which allow representing the displacement jump along the
crack surface:

H(x) =

{
1 above the crack
−1 below the crack

(16)

These functions were introduced in the work of Moës et al. [44], and constitute perhaps the most
distinctive feature of XFEM. Enrichment with these functions is realized locally, only for nodes whose
nodal support is completely split in two by the crack.

Other types of discontinuous enrichment include the alternative formulation of Hansbo and
Hansbo [98] and higher order discontinuous enrichment functions found both in the XFEM [99–101]
and GFEM [102] literature. In the context of fracture mechanics, special discontinuous functions have
also been proposed to handle branched and intersecting cracks [103].

3.2.2. Tip Enrichment

The second type of enrichment functions is a set of asymptotic functions, also referred to as tip
enrichment functions, that allow representing the discontinuity at the crack tip or front:

Fj (r, θ) =

{√
r sin

θ

2
,
√

r cos
θ

2
,
√

r sin
θ

2
sin θ,

√
r cos

θ

2
sin θ

}
(17)

where r, θ are spatial coordinates of a polar system with its origin at the crack tip/front. These functions
were introduced by Belytschko and Black [97] and form a basis that can exactly represent the analytical
solution of the Westergaard problem.

Initially [44], the use of asymptotic enrichment was limited to elements containing the crack
tip/front, however in the works of Stazi et al. [104] and Laborde et al. [105] it was shown that this
would lead to suboptimal convergence rates. In order to obtain the same rate of convergence as for
smooth problems, the use of asymptotic enrichment in a domain of fixed size around the crack front is
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necessary [105,106]. This alternative enrichment scheme was termed “geometrical enrichment” while
the initial scheme is referred to as “topological enrichment”. Usually, the domain where asymptotic
enrichment is used is defined as the set of points whose distance from the crack tip/front is smaller
that a predefined length re, called the enrichment radius.

An alternative to the enrichment functions of Equation (17) consists of using the displacement
expression of the Westergaard solution directly as an enrichment function. This approach was
introduced by Duarte et al. [107] and subsequently adopted in several works in the XFEM [108–110]
and GFEM [111,112] literature. This kind of enrichment results in different enrichment functions in
each spatial dimension, thus in some works [113,114] it was termed “vector enrichment” as opposed
to “scalar enrichment” where the same enrichment functions are used in all spatial dimensions. As a
disadvantage of this approach it is mentioned that it could complicate the implementation, especially
in existing codes. On the other hand it leads to a decreased number of degrees of freedom compared
to scalar enrichment and it can allow the direct estimation of stress intensity factors. Typically,
to increase the accuracy of this estimation, higher order terms of the asymptotic expansion are also
used as enrichment.

3.2.3. Kronecker Delta Property

From Equation (14) it can be easily deduced that for enriched nodes, the FE degrees of freedom
will no longer correspond to displacements at the nodes. To restore this desirable property, enrichment
functions can be modified such that they vanish at nodal points. A simple way to accomplish that
is through enrichment function “shifting” [115], which consists of subtracting from the enrichment
functions, their values at the nodal points:

ΦI (x) = Φ (x)−Φ (xI) (18)

where ΦI (x) is the modified enrichment function and xI are the spatial coordinates of nodal point I.
From the above, it becomes clear that shifting results in a different enrichment function for each

node. Furthermore, when applied to the jump enrichment functions of Equation (16), it causes the
functions to vanish for elements that do not contain the crack, thus simplifying the implementation.

The Kronecker delta property can also be preserved by employing the stable GFEM [111,112,116],
a technique where the FE interpolant of the enrichment functions is subtracted from the enrichment
functions themselves. The main advantage of this technique however, lies in the fact that it can
considerably improve the conditioning of the resulting stiffness matrices.

3.2.4. Blending

As already mentioned, enrichment in the XFEM and GFEM is mostly performed locally to increase
efficiency. This leads to situations where only some of the nodes of an element are enriched with a
specific enrichment function and the remaining nodes are either not enriched at all or enriched with a
different enrichment function. In these elements, the shape functions pre-multiplying the enrichment
functions no longer form a partition of unity leading to increased errors, also called “blending” errors.
For the enrichment functions used in LEFM, these errors only result in some loss of accuracy, leaving
the convergence rates unaffected. For other types of enrichment functions however, the convergence
rate can also be affected [117].

Due to the above reasons, the “blending” problem has been extensively studied and several
solutions have been proposed involving a variety of techniques such as assumed/enhanced strain
formulations [117–119], directly matching displacements between the enriched and non enriched
part of the approximation [105,120,121] and the use of weight functions [122–124] to smoothly blend
different parts of the approximation. The later approach, also known as the corrected XFEM, is likely
the most successful due to its relative simplicity and effectiveness.
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3.2.5. Ill-Conditioning

An additional problem related to enrichment is the linear dependence between the enriched and
standard part of the approximation. As far as jump enrichment is concerned, linear dependence may
arise if the crack either intersects, or lies very close to a node. Then, the enriched shape function of this
node is identical or very close to its standard FE shape function leading to linear dependence problems.
A commonly used technique to avoid this problem is “snapping”, which consists of not enriching nodes
if they are very close to the crack surface [103]. Other approaches involve pre-conditioning [125,126]
and stabilization in the element [127] or global equilibrium equations [128] level.

With respect to tip enrichment, ill-conditioning can arise when geometrical enrichment is used
due to the fact that away from the singularity the tip enrichment functions tend to become linearly
dependent both with respect to the FE part of the approximation and each other [101,129]. To overcome
this issue several alternatives have been proposed such as altering the partition of unity basis used to
pre-multiply the tip enrichment functions [105,121,130], preconditioners [106,125], stabilization [127]
and enrichment function orthogonalization [101,129]. Moreover, vector enrichment functions have been
shown to lead to improved conditioning [114], and if further combined to the stable GFEM [111,112]
they can lead to optimal growth rates of the scaled condition number.

3.3. Displacement Approximation

Using the enrichment functions of the previous subsection, the XFEM/GFEM displacement
approximation can be obtained:

u (x) = ∑
I∈N

NI (x)uI︸ ︷︷ ︸
FE approximation

+ ∑
J∈N j

NJ (x) H (x)bJ︸ ︷︷ ︸
jump enriched part

+ ∑
T∈N t

∑
j

NT (x) Fj (x) cTj︸ ︷︷ ︸
tip enriched part

(19)

where bJ , cTJ are enriched degrees of freedom.
The nodal sets of Equation (19) are defined as follows:

N is the set of all nodes in the FE mesh.
N j is the set of jump enriched nodes. This nodal set includes all nodes whose support is split in two

by the crack.
N t is the set of tip enriched nodes. This nodal set includes all nodes whose support includes the

crack front.

The method resulting from the above approximation does not involve any modifications,
for instance dealing with blending or conditioning issues, and is thus often referred to as the
“standard XFEM”.

3.4. Weak Form and Discretised Equilibrium Equations

For LEFM problems, the standard weak formulation for linear elasticity is typically used:

Find u ∈ U such that ∀v ∈ V0∫
Ω

σ(u) : ε(v) dΩ =
∫

Ω
b · v dΩ +

∫
Γt

t̄ · v dΓ (20)

where :

U =

{
u|u ∈

(
H1 (Ω)

)3
, u = ū on Γu

}
(21)

and

V0 =

{
v|v ∈

(
H1 (Ω)

)3
, v = 0 on Γu

}
(22)
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Functions of H1 (Ω) are implicitly discontinuous along the crack surface.
By introducing the constitutive relationship of Equation (3), the problem can be written as:

Find u ∈ U such that ∀v ∈ V0:∫
Ω

ε(u) : D : ε(v) dΩ =
∫

Ω
b · v dΩ +

∫
Γt

t̄ · v dΓ (23)

The above equation can be discretised using the approximation of Equation (19) to produce the
discretised equilibrium equations.

3.5. Crack Representation

To allow the evaluation of the enrichment functions as well as the definition of the nodal sets
involved in the enriched approximation, some kind of geometrical representation of the crack is
necessary. In early XFEM works, as well as some GFEM publications, crack surfaces were explicitly
represented as a series of linear segments (2D) or triangles (3D) [44,131,132]. However, the combination
of this kind of representation to the XFEM can render the implementation quite involved by requiring
for instance the computation of intersections of the crack with elements of the FE mesh.

3.5.1. The Level Set Method

An approach that is much better suited for combination to the XFEM, is the implicit representation
of cracks using the level set method [133,134]. Due to this fact, the method has been extensively used
in the XFEM framework in 2D [135] and 3D [136–138] applications.

To implicitly represent closed surfaces, such as cracks, two level set functions are needed:

• The normal level set φ, defined as the signed distance from the crack surface.
• The tangent level set ψ, defined as the signed distance from a surface that is normal to the crack

surface and intersects the crack surface at the crack tip/front.

The crack surface is then defined as the set of points for which the normal level set is equal to
zero and the tangent level set assumes negative values.

Typically, these level set functions are only computed at nodal points and interpolated for the rest
of the domain using the FE shape functions:

φ = φ (x) = ∑
∀I

NI (x) φI , ψ = ψ (x) = ∑
∀I

NI (x)ψI (24)

where φI , ψI are the nodal values of the level set functions.
From the above expressions, spatial derivatives of the level set functions can be conveniently

obtained through the spatial derivatives of the FE shape functions. Also evaluation of the enrichment
functions can be significantly simplified. More specifically, jump enrichment functions can be directly
computed as functions of the first level set, while the polar coordinates of Equation (17), needed for
the tip enrichment functions, can be computed as:

r =
√

φ2 + ψ2, θ = arctan
(

φ

ψ

)
(25)

For the general case of evolving surfaces, level sets are usually updated based on some velocity
field by integrating the Hamilton-Jacobi equation. The case of propagating cracks however, requires
several additional steps due to the nature of the problem and the fact that cracks are closed surfaces.
Firstly, the velocity field, needed to update the crack, is only known at the crack tip/front, thus an
additional step is required to extend the field to the whole domain. Then, the crack surface that has
already formed should remain unaffected by the level set update, thus the velocity field should be
appropriately modified. Finally, an orthogonalization step is necessary to ensure that the two level sets
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are normal after the update. To simplify the above procedure, several approaches were proposed in
the work of Duflot [139] that allowed the update of level set descriptions for cracks without requiring
the integration of evolution equations. In Elguedj et al. [140] a similar approach was proposed and
applied to dynamic 3D crack propagation. It should be noted that both of these simplified methods
rely on some geometric operations and are in fact very similar to methods from the category of the
following paragraph.

3.5.2. Hybrid Implicit/Explicit Methods

As an alternative, aiming at combining advantages of both explicit and implicit representations,
Fries and Baydoun [141] proposed a method where level set functions were directly computed from
explicit crack representations using linear segments (2D) or triangles (3D). Similarly, in the vector
level set method [142–144] linear segments (2D) or quadrilaterals (3D) are used to update the level set
description of the crack and are subsequently discarded. Another instance of a method combining
elements from both types of representations is the method of Sadeghirad et al. [145], where an explicit
representation is constructed in order to correct the level set representation by removing disconnected
parts of the crack.

3.6. Numerical Integration

Another challenge, associated with the use of discontinuous and singular enrichment functions,
lies in the numerical integration of the weak form of Equation (23). Since the functions to be integrated
are not smooth, standard Gauss quadrature cannot be used and more sophisticated tools need to
be employed.

For the discontinuous jump enrichment functions, the most common approach would be element
partitioning where elements are divided into integration sub-cells based on the crack geometry [44,132].
Extensions of this technique have also been proposed for higher order elements [100,146,147].
Alternatively, other works completely avoid the use of element partitioning by employing either
equivalent polynomials [148,149], or the Schwarz–Christoffel conformal mapping [150].

As far as asymptotic enrichment functions are concerned, the most widely used solution
would involve element partitioning combined with some transformation aiming at removing the
singularity. Several such transformations have been proposed, e.g., the almost polar mapping of
Laborde et al. [105], the parabolic transformation of Béchet et al. [106], and the Duffy transformation
by Mousavi and Sukumar [151]. Element partitioning is used to divide the element containing the
crack tip in triangles with one node lying on the singularity, thus also accounting for the discontinuity
present in this element. Subsequently, the transformation is used to map quadrilateral elements to the
constructed triangles leading to an accumulation of Gauss points around the crack tip and additionally
removing the singularity. A promising solution, also including the above steps, is the algorithm
introduced in Chevaugeon et al. [114], where a mapping is used for all asymptotically enriched
elements, rather than just the ones containing the crack tip, and an adaptive strategy is devised
to determine the number of Gauss points required for each element. Similar element partitioning
algorithms [152] and mappings [153] have also been introduced for the three dimensional case.

3.7. Crack Propagation

The methods presented so far in this section mainly deal with discretising cracked domains
using fixed meshes. For propagating cracks, principles of classic linear elastic fracture mechanics,
as presented in Section 2, can be applied. Within this framework, stress intensity factors (SIFs) are the
main tool used to both indicate the occurrence and determine the direction of crack propagation under
certain loading conditions.
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3.7.1. Stress Intensity Factors

One of the most widely used techniques for the extraction of SIFs in extended, generalized or
standard finite element simulations, involves the use of the interaction integral. This can be derived by
initially converting the J integral in a domain form and subsequently evaluating it for a stress state
resulting from the superposition of an auxiliary stress state and the computed numerical solution.
Then the interaction term of the integral, for two dimensional problems, assumes the form:

I = −
∫

V
q,j

(
σklε

aux
kl δ1j − σaux

kj uk,1 − σkjuaux
k,1

)
dV (26)

where εaux, σaux and uaux are the auxiliary stress, strain and displacement fields respectively which
can be defined as in Moës et al. [44] and q is a virtual velocity field. Typically, q is chosen to assume
a value of one for nodes within a disc of radius rd around the crack tip and a value of zero for the
remaining nodes.

In the interior of the elements, the values of q are interpolated using the FE basis functions. As a
result, the expression of Equation (26) needs to be evaluated only in a “ring” or layer of elements
around the crack tip. The components of the tensors of Equation (26), refer to a basis aligned with the
crack, which for implicit crack representations can be conveniently defined using the level sets [136,137].
By considering the relation between the J integral and the SIFs it is straightforward to show that with
an appropriate selection of the SIF values of the auxiliary state, the SIFs can be directly obtained from
the interaction integral.

It should be noted that in the derivation of Equation (26) it has been assumed that the crack
is straight. Of course, the expression can also be used for curved cracks, perhaps with some loss
of accuracy, provided that the curvature of the crack is not very pronounced within the interaction
integral domain. Alternatively, a more complicated formulation can be used [154], leading to more
accurate results.

For three dimensional problems a more complicated expression for the interaction integral needs
to be used as, for instance, in Gosz and Moran [15]. Furthermore, different alternatives exist for the
definition of the virtual velocity field and the domain of integration [121,132,155] as well as the basis
on which the tensor components refer to [154,155].

Alternative methods of SIF extraction, employed in the XFEM/GFEM context, include direct
extraction based on the enriched degree of freedom values [108–110,114], Irwin’s integral [23,156–159],
and extraction through crack opening displacements [160]. The former technique relies on the fact
that when vector enrichment is used, the physical meaning of the enriched degrees of freedom
corresponding to the tip enriched nodes is by definition equivalent to the SIFs.

In several works [108–110], the technique is combined to degree of freedom gathering and the use
of higher order terms of the Williams expansion to increase the accuracy of the extracted SIFs. Similarly,
extraction using Irwin’s integral also requires higher order enrichment. A relative advantage of both of
these methods is their low computational cost and the fact that they do not require the use of auxiliary
fields as in the interaction integral method. Extraction through crack opening displacements [160] does
not require the use of higher order enrichment functions and is computationally inexpensive, it does
however employ auxiliary fields. Finally, it should be mentioned that even though some of the above
methods might be advantageous for certain problems, the interaction integral method is in general
more accurate and has in general a wider field of applicability since domain integral formulations are
available also for problems outside the LEFM domain.

3.7.2. Determination of the Crack Propagation Increment

While the direction of crack propagation can be obtained using the SIFs through one of the
available criteria, as mentioned in Section 2, the length of the propagation increment is typically
predefined and constant during the simulation. Nevertheless, this length is probably the parameter
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with the more pronounced effect on the crack paths obtained and should be set as small as possible.
On the other hand, the length of this increment ∆a is subject to the following constraint [161,162]:

∆a > rd > 1.5h (27)

where h is the mesh size. This constraint is necessary to ensure that the crack will be indeed straight
within the domain of integration, whose radius in turn needs to be larger than 1.5h in order to include a
ring of elements around the crack tip. Thus, the length of the crack increment is essentially determined
by the mesh size. Nonetheless, if an alternative interaction integral formulation or extraction method is
used, as discussed in the previous section, the constraint could be removed or at least relaxed allowing
reducing the length of the crack increments without refining the mesh.

For the case of multiple cracks [163], a stability analysis is usually conducted to determine active
cracks at each step, while in the three dimensional case, Paris’s law is a common choice [137] for
determining the propagation increment for different points along the crack front.

3.8. Applications in Fracture Mechanics and Extensions

As a result of the extensive research conducted in almost two decades, the method has reached a
level of maturity that allows its application in a wide range of problems of both academic and industrial
interest. Some representative applications would include damage tolerance assessment of aerospace
structures [164] and hydraulic fracturing [165]. Significant research effort has also been devoted in
implementing the method both in a procedural [161,166] and object oriented framework [167,168].
Thus, implementations of the method can be found in several open source libraries and commercial
software packages such as Ansys and Abaqus.

The range of possible applications includes problems far more challenging than two-dimensional linear
elastic crack propagation. For instance, the method can be extended to three dimensions in a straightforward
way [132,136,137], while the treatment of problems involving multiple cracks [163,166,169,170] is also
possible. The extension to dynamic crack propagation can be challenging, it is however possible and has
been studied in several works, for instance references [171–173]. The method’s flexibility also allows for
application to problems involving different types of material models, for instance orthotropic [174], or in the
nonlinear domain hyperelastic [175] and elastic-plastic [176]. Finally, other models for fracture, such as the
cohesive zone model [115,177], can also be incorporated with relative ease.

4. The Scaled Boundary Finite Element Method (SBFEM)

4.1. An Abridged Literature Review of Advancements in SBFEM Fracture Modeling

The SBFEM belongs to the class of semi-analytical methods and is therefore related to the
thin layer method [178], the Trefftz method [179], the BEM [34], Spectral elements [180] and the
semi-analytical finite elements [181]. SBFEM’s key feature lie in introduction of a scaling center,
which has been pioneered in the context of different domains, such as the solution of electric field
problems [182]. Dasgupta et al. [183] refined and tailored the approach, which they termed the “cloning
algorithm”, to solid mechanics of unbounded media. Wolf and Song [184] subsequently adopted a
similar formulation, which they termed the “consistent infinitesimal finite-element cell method”. They
later developed a standardized derivation relying on use of a weighted residual method [185,186],
and first coined the term “SBFEM”. Later work by Deeks and Wolf [187] enabled broader adoption of
the SBFEM method by introducing a virtual work based formulation.

Although much of the early research focused on the treatment of unbounded domains, it was
soon discovered that SBFEM is more effective at modelling bounded domains [186], particularly in
the context of LEFM. This is apparent, since the fracture parameters, e.g., SIFs, T-stress as well as
the coefficients of higher order terms, can be directly extracted from the singular components of the
stress field [188,189]. The method is able to robustly transition between power and power-logarithmic
singularities [189]. It has thus been applied for computing the order of singularity and SIFs in
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multi-material plates under both static and dynamic loading [190], for predicting the crack propagation
direction at bi-material notches [191], and for determining the free-edge stresses about holes in
laminated composites [192].

Yang et al. [193] first modelled crack propagation via use of SBFEM and a few large sized
subdomains, whose initial meshes were manually specified. This approach was extended to model
nonlinear cohesive fracture in concrete [194–198], dynamic fracture [199,200] and crack propagation
in reinforced concrete [201]. Reaching the limits of the laborious meshing approach, fully automated
modelling of crack propagation was achieved by repurposing newly proposed meshers [202] for
polygonal elements [203]. Currently, the most widely adopted meshing procedure combines the use of
a quadtree decomposition with polygon clipping, to accurately represent curved geometries [51] with
coarser meshes. The advantage of adopting balanced quadtree meshes as a basis lies in the limited
amount of possible element realizations, whose pre-computation greatly enhances computational
efficiency. Having resolved most mesh related issues, SBFEM was most recently extended to treat
functionally graded materials [204,205] and non-local damage [206,207].

An interesting development pertains to fusion of scaled boundary principles with IGA (SBIGA),
which is shown to provide lower error in displacement and energy norm per degree of freedom.
The method ensures exact treatment of curved boundaries [208,209], delivers additional refinement
possibilities and the ability to adjust continuity as required. However, the computational costs
increased as compared against the standard SBFEM due to the integration procedure associated with
IGA [210] partially due to the NURBS basis forming a larger support for the calculation of element
related quantities [211]. When contrasted to established methods (e.g., FEM, IGA), this draw-back is
negated as only the boundary need be discretised.

4.2. Principles of the Scaled Boundary Finite Element Method

The characteristic trait of SBFEM, setting it apart from other numerical methods, and enabling
an elegant computation of the gSIFs, is the introduction of a scaling center. Each polygonal SBFEM
element, referred to as a subdomain, may only contain one scaling center, from which the whole
boundary must be visible. By consequence, a new reference system is introduced with a radial
coordinate ξ and a local tangential coordinate η (Figure 2a). These resembles a polar reference frame,
and are termed the scaled boundary coordinates.

The theoretical basis of the SBFEM is summarized in [186] and more recently and extensively
in [212]. In this work, only the fundamental features are discussed. A thorough and more extensive
treatment of the latest SBFEM-advancements in the context of LEFM can be found in the recent review
paper by Song et al. [213].
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Figure 2. Domain discretisation, scaling center O and introduction of scaled boundary coordinates.
(a) Polygon domain with scaled boundary coordinates; (b) Transformation of singular stress field
around crack tip to polar coordinates.
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Considering 2D bounded domains, the radial coordinate ranges from 0 < ξ < 1, initiating at
the scaling center and ending on the boundary. This component is kept analytical throughout the
analysis, thereby reducing the dimensionality of the problem by one. Hence, only the boundary of the
subdomain requires discretization, in the finite element sense, into independent line elements. For each
line element, a separate local coordinate η is introduced with −1 < η < 1. The mapping between
Cartesian (x, y) and scaled boundary coordinates (x(ξ, η), y(ξ, η)) is achieved by scaling points (xb, yb)

on the boundary: For a given set of nodal coordinates xb, yb and conventional finite element shape
functions N(η) the below mapping results in:

x(ξ, η) = ξxb(η) = ξN(η)xb (28)

y(ξ, η) = ξyb(η) = ξN(η)yb (29)

which employs ξ as a scalar.
Similarly the displacements contain an analytical and an interpolatory component:

u(ξ, η) = Nu(η)u(ξ) = (N1(η)I, ..., Nn(η)I)u(ξ) (30)

The subscript n, denotes the degrees of freedom (DOF) present in the line element. In 2D, I is a
2× 2 identity matrix and u(ξ) are nodal displacement functions along a line connecting the scaling
center and the boundary. Consequently, the displacements on the boundary are synonymous with
u = u(ξ = 1). The expression of the stress follows as [214]:

σ(ξ, η) = D(B1(η)u(ξ),ξ +B2(η)u(ξ)/ξ) (31)

D represents the constitutive matrix. B1(η) and B2(η) together describe the strain-displacement
relation [212]. Once the governing differential equation is rewritten in scaled boundary coordinates,
standard techniques such the Galerkin’s weighted residual method [186], the principle of virtual
work [187] or the Hamiltonian principle [215] may be applied in the circumferential direction η giving
rise to the two governing equations of SBFEM, i.e., Equations (32) and (33).

E0ξ2u(ξ),ξξ +(E0− E1 + E1T
)ξu(ξ),ξ −E2u(ξ) = 0 (32)

P = E0ξu,ξ +E1T
u or in modal form q = E0ξu(ξ),ξ +E1T

u(ξ) (33)

Equation (32), termed the scaled boundary finite element equation in displacement describes the
behavior within the domain. Equation (33) expresses the behavior on the boundary, where P comprises
the vector of nodal forces.

The coefficient matrices E0, E1, E2 are conceptually analogous to a subdomain stiffness matrix
in the FEM: They are calculated for each element individually and then assembled. A general
solution to the scaled boundary finite element equation in displacements, i.e., the homogeneous
set of Euler-Cauchy differential equations in ξ, is sought in its simplest form as a power series:

u(ξ) = c1ξ−λ1 φ1 + ... + cnξ−λn φn = φξ−λc (34)

The calculation of the eigenvalues, λi, and eigen-vectors, φi, by means of eigen-decomposition
can result in numerical errors, when near parallel eigen-vector pairs are present [216]. To alleviate
this, the block-diagonal Schur decomposition may be adopted [217]. The displacement solution is
obtained as a superposition (Figure 3) of the modes, with associated scaling values, and constrained
by integration constants ci, as obtained from the imposed boundary conditions.

u(ξ) = Ψ(u)ξ−Sc =
n

∑
i=1

Ψ
(u)
i ξ−Si ci (35)
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Figure 3. Graphical representation of modes. In black the original domain with linear elements and in
gray the modes with corresponding values.

The transformation matrix Ψ and block diagonal real Schur form S are derived from recasting the
system of first order differential equations (Equations (32) and (33)) as:

ξ

{
u(ξ)

q(ξ)

}
,ξ = −Z

{
u(ξ)

q(ξ)

}
(36)

with the Hamiltonian coefficient matrix Z defined by

Z =

[
E0−1

E1T −E0−1

−E2 + E1E0−1
E1T −E1E0−1

]
(37)

so that Equation (36) is decoupled by the block-diagonal Schur decomposition.

ZΨ = ΨS (38)

The columns of the transformation matrix contain the modes, whereas the diagonal blocks of the
real Schur form contain the corresponding eigenvalues. However, Equation (36) results in doubling the
amount of DOFs present in the solution, which can be shown to contain a bounded response (0 < ξ < 1
and negative eigenvalues) and an unbounded response (1 < ξ < ∞ and positive eigenvalues). S and
Ψ are sorted in ascending order and partitioned accordingly.

S = diag(Sneg , Spos) (39)

Ψ =

[
Ψ
(u)
neg Ψ

(u)
pos

Ψ
(q)
neg Ψ

(q)
pos

]
(40)

By expressing the nodal forces on the boundary with enforced integration constants (Equation (35)
in Equation (33)), an expression for the stiffness matrix of the subdomain is obtained and a displacement
solution is calculated analogous to FEM:

Kbounded = Ψ
(q)
posΨ

(u)−1

neg (41)

Finally, the stresses are obtained by substituting Equation (35) into Equation (31):

σ(ξ, η) = Ψσ(η)ξ−Sneg−Ic (42)

where [Ψσi(η)] is the stress mode of the corresponding displacement mode [Ψ(u)
i ].

Ψσ(η) = D(−B1(η)Ψ
(u)
negSneg + B2(η)Ψ

(u)
neg) (43)
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The calculation of the stress on the domain boundary (ξ = 1) does not require the evaluation
of the matrix exponential ξ−S−I . This is beneficial when sufficient discretisation of the domain is
achieved, e.g., via use of quadtree meshes. However, in case the complete domain is represented by
a single large-sized SBFEM cell, the evaluation of displacements and stresses at internal points can
become computationally intensive.

4.3. Calculation of SIFs

Since the general solution to the SBFEM equation is extracted as a power series, the singular
modes are readily identified: By inspection of Si any −1 < real(λ) < 0 will result in a singularity at
ξ = 0. Placement of the scaling center at a crack tip may be exploited to calculate the generalized SIFs
(Figure 2a). By including a double node at the crack mouth, two additional modes, the singular modes,
arise (Figure 3), whose eigen-vectors resemble the mode I and mode II fracture cases. The singular
stress field is extracted from the general solution (Equation (42)), where the superscript (s) denotes the
singular quantities:

σ(s)(ξ, η) = Ψ
(s)
σ (η)ξ−S(s)−Ic(s) (44)

For consistency with other numerical methods and experimental reporting, a characteristic length
L is introduced and a transformation to polar coordinates is sought (Figure 2b):

ξ =
r

rb(θ)
=

L
rb(θ)

× r
L

(45)

The singular stress field is equivalently expressed in polar coordinates as:

σ(s)(r, θ) = Ψ
(s)
L (θ)(

r
L
)−S(s)−Ic(s) (46)

implying the corresponding stress modes Ψ
(s)
L (θ) given by:

Ψ
(s)
L (θ) = Ψ

(s)
σ (η(θ))(

L
rb(θ)

)−S(s)−I (47)

For the case of 2D elastostatics, two singular stress modes exist. Hence, S(s) and Ψ
(s)
L (θ) reduce

to matrices of size (2× 2), while both c(s) and σ(s)(r, θ) form vectors of size (2× 1). More specifically,
only the components of σ(s)(r, θ) = (σ

(s)
θ (r, θ), τ

(s)
rθ (r, θ))T are retained, which correspond to mode I

and II cracks, for which the formal definition of the gSIFs at angle θ is given as [50]:{
σ
(s)
θ (r, θ)

τ
(s)
rθ (r, θ)

}
=

1√
2πL

(
r
L
)−S̃(s)(θ)

{
KI(θ)

KI I(θ)

}
(48)

The matrix of orders of singularity S̃(s)(θ) is introduced such that:

S̃(s)(θ) = Ψ
(s)
L (θ)(S(s) + I)Ψ(s)

L (θ)−1 (49){
σ
(s)
θ (r, θ)

τ
(s)
rθ (r, θ)

}
= (

r
L
)−S̃(s)(θ)Ψ

(s)
L (θ)c(s) (50)

Comparing Equation (48) with Equation (50) permits the evaluation of the gSIFs as:{
KI(θ)

KI I(θ)

}
=
√

2πLΨ
(s)
L (θ)c(s) (51)
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The use of the matrix order of singularity automatically accounts for special cases in material
interfaces. This is achieved by its off-diagonal terms [50]. Consequently, the SBFEM does not pose
any a priori assumption on the type of singularity, which greatly facilitates the simulation of crack
propagation through heterogeneous media.

Enhancing SIFs

Since the SIFs are directly evaluated using singular stress modes, standard recovery techniques
may be applied, in order to improve on the solution during post-processing. Two pertinent methods
are the Superconvergent patch recovery (SPR) theory [218–220] and curve fitting by splines [221]. In the
former, an improved estimation of the singular stresses is obtained by smoothing the singular stress
modes by means of SPR theory. The main benefit originates in the availability of error estimators [217]
and the theoretical underpinning of the method. The latter is highly pragmatic and empirically offers
comparable accuracy at reduced computational cost. Differing from the SPR method, the singular
stresses computed at the Gauss points are fitted using a spline.

4.4. Balanced Hybrid-Polygon Quadtrees

Early efforts in SBFEM were limited due to the lack of specialized meshers. With the advent of
polygon and virtual finite element methods [203,222,223], this was partially remedied, allowing for
treatment of more involved and practical numerical examples. Specifically the use of the quadtree
decomposition [51] has established itself as the predominant mesh choice [205,224,225], since it
elegantly complements SBFEM’s polygon underpinnings. By restricting the differences in cell sizes
between neighbors to a ratio of 2:1, i.e., by enforcing balanced quadtrees (Figure 4b), it suffices to
precompute only 16 realizations of SBFEM subdomains, while issues commonly associated with
hanging nodes are alleviated.

Boundary

Constraint

(a)

Boundary

Balancing

(b)

Boundary

Polygons

(c)

Figure 4. Polygon clipping operating on a balanced quadtree decomposition enables accurate geometry
representation with coarser meshes. (a) Conventional FEM-based quadtree decomposition; (b) Balanced
quadtree decomposition; (c) Balanced hybrid-polygon quadtree decomposition.

Features which do not align with the square grid of the quadtree decomposition require
special treatment. In the standard FEM, this is achieved by mans of refinement near boundaries,
until the lower threshold to a user-specified block size is reached. Generally, this results in step-like
boundaries (Figure 4a) and excessively fine meshes. This is mitigated in SBFEM by employing polygon
clipping. Consequently, the mesh consists of (a) standard square cells and (b) clipped polygon cells
(Figure 4c). So-called hybrid quadtree meshes combine both types of cells, with the benefit of improved
approximation of the geometry, at coarser discretisation levels. Standard FEM quadtree decompositions
are nonetheless also adopted in SBFEM analyses, mostly in the context of automated image-based
stress analysis [226], where the input data (pixel information) is inherently jagged by nature.
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In conclusion, balanced quadtree meshes are economical to construct, automatically provide a
certain degree of adaptivity around changing domain features and permit efficient analysis using the
SBFEM by exploiting precomputation.

Crack Propagation

Cracks are introduced into the hybrid balanced quadtree mesh by polygon clipping [51]. Traversed
blocks are split into two parts, by introducing a double node. Blocks containing a crack tip are
augmented with an additional node, where the crack enters, and the scaling center is placed to coincide
with the crack tip (Figure 5a). Discretisation of the crack tip segment is not required, since its solution is
included in the radial and therefore analytic portion of the SBFEM solution. Specifically, discretisation
of the crack tip segment is not permitted, due to the Jacobian of the respective element becoming zero.

In the case of crack propagation, the SIFs have to be calculated with sufficient accuracy. Since
a simply cracked block does not permit sufficient resolution of the singular stress field or its radial
distribution, a region surrounding the crack tip is homogenized (Figure 5b,c). The crack is then
propagated by imposing a suitable criterion, e.g., Equation (13), with which the new crack tip is then
projected (Figure 5d).

(a)

Refinement
Balancing

(b)

Homogenization

(c) (d)

Figure 5. Main steps in SBFEM crack propagation scheme. (a) Crack entering existing balanced
quadtree region.; (b) Refinement and balancing around crack tip; (c) Unifying cells into SBFEM macro
element around crack tip; (d) New crack tip projected by gSIFs and ∆a.

5. Phase Field Methods

5.1. Overview

PFM emerged as an alternative to discrete fracture aiming to address some of the challenges of
computational fracture mechanics, e.g., automatic crack initiation, robust resolution of branching and
merging and also the treatment of curved crack paths. The PFM diffusive crack interface is represented
by a scalar variable, i.e., the phase field. The latter evolves according to a set of governing equations
arising from a robust variational structure. As a result, the method does not require numerical tracking
of the evolving discrete crack topologies and complex problems as in the case of 3D crack paths (see,
e.g., [227–230]) and dynamic fragmentation are naturally resolved [231].

PFM emerged from the pioneering work of Francfort and Marigo [73] who proposed a variational
theory of fracture based on energy minimization principles. Bourdin et al. [69] provided a regularised
formulation by introducing a length scale parameter that rendered the approach more suitable
for numerical approximations. The variational formulation was further modified and extended
to multi-dimensional mixed-mode dynamic brittle fractures [228,232,233] also targeting the response
of high performance composites [234–236]. The PFM for brittle fracture has been implemented in the
commercial software Abaqus [237] via a User Element subroutine by Msekh et al. [64], which was later
extended by Liu et al. [227]. Li et al. [238], see also [239], combined the variational phase field model
of brittle fracture with an extended Cahn-Hilliard model [240,241], and formulated a fourth-order
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phase field model suitable resolving crack propagation in anisotropic materials. Rate-dependent PFM
models for modelling fracture in visco-elastic solids [242] have also been established.

The phase field representation of fracture has been extended to the ductile regime [79,80,243,244]
also within the context finite strains. The PFM has found application in the simulation of fractures in
plates and shells [245–247], which involve a 3-D degradation of induced stresses whereas the element
kinematics and damage are defined at the mid-surface. Attempts to experimentally validate the
method have also been provided (see, e.g., [79]).

Verhoosel and de Borst [248] attempted to model cohesive fractures in composite materials using
PFM by casting the cohesive zone approach in an energetic framework and introducing an auxiliary
field in addition to the displacement and phase field which represents the jump in displacement
across the cracked domain. The motivation to use an auxiliary field is to define the crack opening in
cohesive fracture as a properly defined kinematic quantity, rather than an internal discontinuity as in
the case of brittle fracture. Vignollet et al. [249] further extended the phase field-based cohesive fracture
formulation for the case of propagating cracks. This approach succeeds in achieving convergence
with lesser number of elements and in contrast to brittle fracture, confines the length scale parameter
only to topological approximations hence rendering it uninfluential for the mechanical behaviour
of the structure. Nguyen et al. [42] proposed a new phase field formulation which could model the
interaction between interfacial damage and bulk brittle damage for complex topologies arising from
voxel-based models of microtomography images. The formulation used a level-set method to describe
the diffused jump in displacement field and used the phase field variable, instead of an additional
internal variable as in [248], to model crack opening and reclosure during cohesive fractures.

There have been several recent efforts emphasizing the requirement of a generalized cohesive
description of fracture using the phase field method [250,251], see, also Lorentz [252]. More specifically,
Wu and Nguyen [251] proposed a unified phase field theory, namely the PF-CZM, for brittle and
quasi-brittle fractures which converges to a cohesive zone model within the limits of a vanishing
length-scale parameter. More importantly, the authors provided a method for the precise fitting of
linear, exponential, and hyperbolic softening laws. PF-CZM was compared to the XFEM in [253] and
further extended to the case of dynamic fracture in [254]. Furthermore, Geelen et al. [250] extended the
work introduced in [255] to a dynamic cohesive fracture model incorporating phase field formulations.

The fundamental features of the phase field method are discussed in the following section.

5.2. PFM Variational Formulation

Griffith [86] postulated that the total potential energy Π of an elastic body undergoing elastic
fracture comprises the contributions of the elastic strain energy Πe and the fracture energy Π f

Π (u, Γ) = Πe + Π f + Wext =
∫
Ω

ψedΩ +
∫
Γ

GcdΓ + Wext (52)

where ψe is the elastic energy density and Gc is the critical fracture energy density, and Wext is the work
done by the external forces. The elastic energy density for the case of an isotropic medium is defined as

ψe (ε) =
1
2

λ[Tr (ε)]2 + µ
[
Tr
(

ε2
)]

(53)

where λ and µ are the Lamé constants.
Phase field modelling of fracture approximates the fracture surface integral expression introduced

in Equation (52) with a volume integral defined over the entire deformable domain Ω according to
Equation (54) below. ∫

Γ

GcdΓ ≈
∫
Ω

GcFΓ (c,∇c) dΩ (54)

where c = c (x) ∈ [0, 1] ∀x ∈ Ω is the scalar phase field representing crack.
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Using Equation (54), the expression of the potential energy of the elastic deformable body
introduced in Equation (52) can be modified into the following form

Π ≈
∫
Ω

ψedΩ +

Fracture Energy Approximation︷ ︸︸ ︷∫
Ω

GcFΓdΩ −

∫
Ω

uibidΩ +
∫

∂Ωt̄

ui t̄idΩt̄

 (55)

The functional FΓ assumes the following generic form

FΓ =
1

cw

(
1

2l0
ω(c) + 2l0|∇c|2

)
, (56)

where l0 ∈ R is a length scale parameter and ω(c) and cw are the generic crack geometric function and
associated constant; these assume different expressions based on the type of fracture surface energy
approximation used.

With the introduction of the crack surface density function in Equation (56), the discrete
description of a sharp crack Γc in Figure 1 is transformed onto a diffused crack description as shown
in Figure 6 via the regularized crack functional Γl0(c) which is scaled by the length-scale parameter
l0 (57).

Γl0(c) =
∫
Ω

FΓ (c,∇c) dΩ (57)

The length scale parameter l0 is the regularisation length over which damage diffuses as shown
in Figure 6. In the conventional phase field formulation, originally presented in Bourdin et al. [69],
the peak force reached before the onset of fracture depends on the value of length-scale parameter
l0. Higher values of the length-scale parameter lead to lower peak forces and vice versa. In recent
formulations, see, e.g., Wu and Nguyen [251] and Geelen et al. [250] this is alleviated, hence providing
a significant advantage in enhancing the critical-stress predicting capabilities of the phase field method.
In Miehe et al. [256], generalized crack-driving forces with a failure criteria based on the maximum
principal stress were introduced which also succeeded in predicting critical fracture loads unaffected
by the length-scale parameter. However in notched structures, a crack nucleation principle based
purely on the maximum principal stress criteria suffers from the curse of stress singularity at the
notch-tip as also highlighted in [257].

Providing different expressions for ω(c) and cw results in variants of the phase field approximation;
key variants, i.e., the second and fourth order quadratic approximations and the second order linear
phase field approximation are discussed in Sections 5.2.1, 5.2.2 , and 5.2.3, respectively. A schematic of
the variation of the phase field c in the direction normal to the crack surface for all phase field variants
considered as compared to the discrete fracture case is provided in Figure 7. In all cases, the phase
field value c = 1 corresponds to an un-cracked region, whereas c = 0 corresponds to a cracked region.

Figure 6. Description of diffused crack scaled by the length-scale parameter l0 and boundary conditions.
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(a) (b) (c) (d)

Figure 7. 1-D spatial variation of phase-field c(x) for (a) Discrete crack (b) Diffused crack with
second-order quadratic approximation (c) Diffused crack with fourth-order quadratic approximation,
and (d) Diffused crack with second-order linear approximation.

Remark 1. From a geometric standpoint, the length scale parameter regularises the width of the crack as shown
in Figure 6 in accordance with [69], see, also Borden et al. [229]. It is of interest to note that the length scale
considered in Miehe et al. [232] (see, also, [228,258]) is double the size of the one adopted in [69,229]. Of course,
both implementations are equivalent; one however should be careful to appropriately adapt the length scale
parameter when comparing between the two. In this work, we comply with the former definitions.

5.2.1. Second-Order Quadratic Approximation

For the second-order quadratic approximation, the 1-D spatial variation of phase-field variable
c(x) can be expressed as (Figure 7b):

c(x) = 1− e−|x|/2l0 (58)

It is straight-forward to show that the width of diffusion zone decreases with decreasing the value
of length-scale parameter l0, which can also be seen in Figure 8.
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Figure 8. Second-order quadratic approximation: Effect on length-scale parameter l0 on the width
of diffusion.

The specific second order functional proposed in Bourdin et al. [69] can be retrieved by modifying
the general form of Equations (54)–(56) and considering the following definitions in Equation (59)

cw = 2

ω(c) = (c− 1)2. (59)

Hence, the crack surface energy approximation assumes the following form
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FΓ =

[
(c− 1)2

4l0
+ l0|∇c|2

]
∫
Γ

GcdΓ ≈
∫
Ω

Gc

[
(c− 1)2

4l0
+ l0|∇c|2

]
dΩ

(60)

5.2.2. Fourth-Order Quadratic Approximation

A fourth-order quadratic approximation is established considering the definition introduced
in [259], i.e., ∫

Γ

GcdΓ ≈
∫
Ω

Gc

[
(c− 1)2

4l0
+

l0
2
|∇c|2 + l3

0
4
(∆c)2

]
dΩ (61)

The expression for c(x) for the fourth-order quadratic approximation can be given as (also shown
in Figure 7c):

c(x) = 1− e−|x|/l0
(

1 +
|x|
l0

)
(62)

The effect of the length-scale parameter on the diffusion width is illustrated in Figure 9.
The higher-order term introduced in Equation (61) leads to greater regularity of the phase-field solution,
and improves its convergence rate and accuracy. However due to increased continuity requirements
of the solution, the basis functions used for numerical interpolation must be at least (C1) continuous,
for e.g., hierarchically refined B-splines used within an isogeometric analysis framework [259].
It should also be noted that the use of 4th-order model leads to a more accurate approximation
of stresses, which in turn facilitates higher rates of crack growth. More applications of higher-order
phase-field models can be found in [259–261].
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Figure 9. Fourth-order quadratic approximation: Effect of the length-scale parameter l0 on the width
of diffusion.

5.2.3. Linear Approximation

In the quadratic approximations shown in Sections 5.2.1 and 5.2.2, the phase field variable and
therefore the degradation function evolve as soon as the structure is loaded. This is clearly not the case
in purely elastic brittle materials that demonstrate a linear elastic behavior until a crack initiates.

Pham et al. [262] addressed this issue by employing a linear approximation of the surface energy
integral to achieve a diffused localization band and a purely elastic global response until the onset
of damage. The 1-D expression for c(x) in this case can be given as in Equation (63), which is also
illustrated in Figure 7d (See also Figure 10).
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c(x) = 1−
( |x|

2l0
− 1
)2

(63)
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Figure 10. Second-order linear approximation: Effect of the length-scale parameter l0 on the width
of diffusion.

More recently, Geelen et al. [250] provided an analogous linear approximation based on the
following expressions for cw and ω(c)

cw =
16
3

ω(c) = 4(1− c)
, (64)

which result in the following definition of the crack functional

FΓ =
3

8l0

[
1− c + l2

0 |∇c|2
]

. (65)

In view of Equation (66), the approximation of the surface energy integral in Equation (54)
assumes the following form

∫
Γ

GcdΓ ≈
∫
Ω

3Gc

8l0

[
1− c + l2

0 |∇c|2
]

dΩ (66)

The linear approximation in Equation (66) differs from the corresponding formulation in [250] in
the sense that a fully cracked-state in the current study is represented by c = 0 in the current study,
as opposed to c = 1 in [250]. In addition, the total diffusion width in the current model (Equation (66)
and Figure 7d) is twice the diffusion width in [250] to maintain consistency with other models.

It is of interest to note that the quadratic form (Equations (60) and (61)) implicitly guarantees
the boundedness of the phase field variable c within the limits [0, 1]. However, the solution obtained
by Equation (65) is not intrinsically bounded within this interval, and additional constraints must be
imposed to ensure boundedness.

This is achieved by employing a Penalty (see, e.g., [263]) or a Lagrange multiplier method (see,
e.g., [250]). In both methods, a staggered iterative scheme is required for the solution of the resulting
constrained system of governing phase-field equation. To guarantee both the boundedness and
irreversibility of the phase field variable, Gerasimov and De Lorenzis [263] proposed a method to
choose the value of an optimal or lower bound of the penalty parameter beyond which adequate
constraint enforcement can be ensured.
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5.3. Material Degradation

The expression of the potential energy introduced in Equation (52) implies that in a given
conservative system, any increase in the fracture energy due to a unit increase in the fracture surface
has to be compensated by a corresponding decrease in the elastic strain energy. Hence, the expression
of the elastic energy must be coupled to the evolution of the phase field c as the latter dictates the value
of the fracture energy. In physical terms, the phase field has to account for the gradual degradation of
material stiffness as cracks propagate through the medium.

Mathematically, this has been expressed through the definition of a degradation function, g (c),
which is then used to reduce the value material elastic energy density giving rise to the so-called
isotropic phase field methods. Driven from the fact that such an approach led to unrealistic and in
cases erroneous results, e.g., cracks initiating and propagating due to pure compression later attempts
postulated material degradation on the basis of an energy split, i.e.,

ψe = g (c)ψ+
e + ψ−e (67)

where ψ+
e and ψ−e are the elastic strain energy densities whose expressions are specific to the type of

energy split adopted, see, e.g., Miehe et al. [228] for an energy decomposition based on the spectral
decomposition of the strain tensor and Amor et al. [264] for a volumetric/deviatoric decomposition
giving rise to the so-called anisotropic degradation models. It is of interest to note that although
anisotropic models mitigated the unrealistic crack patterns derived from the isotropic ones for most
typical stress states, the problem is not yet fully resolved. The volumetric split defined in [264] may still
result in degradation under a pure compressive stress state. The spectral decomposition model defined
in [228] leads to a strongly non-linear stress-strain relation that has been shown to be computationally
taxing (see e.g. [265] for a detailed comparison of these two models).

The expression of the degradation function g(c) is not unique see, e.g., [80,250,255,266–271].
A widely used definition for the degradation function that is compatible with the first and second
order quadratic approximations provided in Equations (60) and (61), respectively is

g (c) =
[
(1− k) c2 + k

]
(68)

where k in Equation (68) is a model parameter utilized in several applications, see, e.g., [264,272] as a
way to avoid ill-posedness. Geelen et al. [250] introduced a quasi-quadratic definition of g(c) to be
employed in conjuction with the linear approximation defined in Equation (65) that is defined as

g(c) =
c2

c2 + m(1− c)[1 + p(1− c)]
with p ≥ 1 and l0 <

3EGc

4(p + 2)σ2
c

(69)

where m = (3Gc)/(8l0ψc) = g′(c0) is the initial slope of the degradation function g(c) and p provides
the initial slope and shape parameters for the softening curve assuming c0 = 1 as the initial phase-field.
Here, ψc = (σ2

c )/(2E) is the critical fracture energy per unit volume of the material, in which σc and E
represent the critical tensile strength and Young’s modulus of the material respectively. This definition,
however, comes with an additional upper bound restriction on the value of length-scale parameter l0
which is necessary to achieve optimal convergence. The upper bound on the regularization length
is related to the characteristic length of the fracture process zone lFPZ = (EGc)/(σ2

c ), see [250,273]
for details.

Substituting Equation (67) in Equation (55), the expression for the brittle fracture potential energy
assumes the following form

Π ≈
∫
Ω

g(c)ψ+
e dΩ +

∫
Ω

ψ−e dΩ +
∫
Ω

GcFΓdΩ−

∫
Ω

uibidΩ +
∫

∂Ωt̄

ui t̄idΩt̄

 (70)
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where definitions of ψ+
e and ψ−e are specific to the energy split adopted and g(c), FΓ may be chosen

based on the Table 1.

Table 1. Definition variants for the degradation function g (c) and the functional FΓ.

g(c) FΓ Reference[
(1− k) c2 + k

]
Equation (68)

[
(c−1)2

4l0
+ l0|∇c|2

]
Equation (60) Borden et al. [229]

c2

c2 + m(1− c)[1 + p(1− c)]
Equation (69)

3
8l0

[
1− c + l2

0 |∇c|2
]

Equation (65) Geelen et al. [250]

5.4. PFM Strong Form

The Euler-Lagrange equations of the displacement u (x, t) and phase field c (x, t) coupled
formulation of the Lagrangian functional are employed to derive the strong form of the quasi-static
brittle-fracture phase field formulation. The latter assumes the following general form:

∇σ + b = 0, on Ω (71)

Gcδc(FΓ) = −g′(c)D̃, on Ω (72)

where δc(FΓ) denotes the derivative of surface energy approximation function FΓ with respect to the
phase field variable c, and D̃ is the energetic crack-driving force which depends on the phase field
formulation used. A detailed description on the different crack-driving forces that can be employed in
conjuction with Equation (72) is provided in Miehe et al. [256].

The coupled field Equations (71) and (72) are subject to the boundary conditions introduced in
Equation (1) supplemented by

∂c
∂xi

ni = 0 on Γt
c. (73)

where ni, i = 1 . . . r is the outward-pointing normal vector to the crack boundary. The Cauchy stress
tensor σ ∈ Rr×r is defined as

σij,e =
∂ψe

∂εij
(74)

Hence, substituting Equation (67) into Equation (74) gives rise to the degraded Cauchy
stress tensor

σ = σij = g(c)
∂ψ+

e
∂εij

+
∂ψ−e
∂εij

= g(c)σ+ + σ− (75)

where g(c) takes one of the forms shown in Equations (68) and (69) depending upon the formulation.

5.5. Derivation of the Phase Field Evolution Equation in from the General Form

The phase field evolution equation employed in Borden et al. [229] can be obtained from the
general expression of the strong form (Equations (71) and (72)), considering the expressions for FΓ and
g(c) from Equation (60) and (68), i.e.,

FΓ =

[
(c− 1)2

4l0
+ l0|∇c|2

]
; δc(FΓ) =

[
(c− 1)

2l0
− 2l0∆c

]
g(c) = (1− k)c2 + k ; g′(c) = 2(1− k)c

(76)

In the original formulations of Miehe et al. [232], which is later also adopted in [229], the crack
driving force D̃ was the positive part of the elastic strain energy density, i.e.,

D̃ = ψ+
e (77)
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where ψ+
e is the tensile part of strain energy density taken from [228].

Substituting Equation (77) in Equation (72) and considering also Equation (76) the following
evolution equation is derived, i.e.,(

4l0 (1− k)ψ+
e

Gc
+ 1

)
c− 4l2

0∆c = 1, on Ω (78)

which is a linear differential equation with respect to c. It is of interest to note that the Laplacian of
the phase field in Equation (78) is scaled by the squared value of the length scale parameter hence it
rapidly vanishes for small values of l0 compared to the c.

5.6. Derivation of the Cohesive Phase Field Evolution Equation in from the General Form

The phase field evolution equation presented in Geelen et al. [250] can be obtained from the
general expression of the coupled strong form considering the following expressions for FΓ, δc(FΓ),
and g(c)

FΓ =
3

8l0

[
1− c + l2

0 |∇c|2
]

; δc(FΓ) =
3

8l0

[
− 1− 2l2

0∆c

]

g(c) =
c2

c2 + m(1− c)[1 + p(1− c)]
with p ≥ 1 and l0 <

3EGc

4(p + 2)σ2
c

(79)

Substituting Equation (79) into Equation (72) and performing the necessary algebraic manipulations
results in the following expression Geelen et al. [250].

3Gc

8l0

[
2l2

0∆c + 1

]
− g′(c)D̃ = 0, on Ω (80)

where
D̃ = max(ψc, ψ+

e ) (81)

and ψc = σ2
c /2E. Specific to this formulation, an additional augmented Lagrange constraint is

incorporated to ensure the smooth monotonic evolution of the phase field variable c, such that ċ ≤ 0.
In view of this, Equation (80) transforms into the following expression:

3Gc

8l0

[
2l2

0
∂2c
∂x2

i
+ 1

]
− g′(c)D̃ + 〈λ + γ(c− cn−1)〉+ = 0, on Ω (82)

where λ ∈ L2(Ω) are Lagrange multipliers and γ ∈ R>0 is the penalty kernel. cn−1 is the value of
phase field at preceding (n− 1)th time-increment.

5.7. Irreversibility Conditions

The expression of the potential energy defined in Equation (70) implies that regardless of the
value of the degradation function, the fracture energy would need to further increase in the case
of unloading to compensate for the corresponding elastic energy decrease. This is also derived on
the basis of Equations (78), i.e., the strong form of the coupled system. In particular, the second of
Equations (78) would result in an increasing value of the phase field for decreasing values of the elastic
energy potential in the case of unloading. This would correspond to a reduction in the crack length,
thus negating the irreversibility condition

Γ(t+∆t) ⊇ Γ(t) (83)
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Among the various irreversibility constraints proposed within the phase field literature, the history
variable approach given by Miehe et al. [232] is most widely applied. Based on the theoretical
arguments provided in [232], irreversibility is enforced by introducing a so-called history variable such
that the following Kuhn-Tucker conditions hold

ψ+
e −H ≤ 0 Ḣ ≥ 0 Ḣ (ψ+

e −H) = 0 (84)

whereH is a history field.
Some other recent works have also proposed penalty and augmented Lagrange methods for

imposing the irreversibility constraints on the phase field equations, see e.g., [250,263], so that the
monotonicity of the phase field variable constantly holds. It is to be noted that these methods provide
a more natural way of imposing the constraints, and do not disrupt the original variational nature of
the phase field equations. Equation (82) employs such an augmented Lagrange constraint to ensure
the monotonic evolution of phase field variable.

5.8. Effective Critical Energy Release-Rate

In the original variational formulation proposed by Bourdin et al. [69], it was shown that the
fracture energy is slightly overestimated during simulations and the amount of this amplification
depends upon the size of elements in the overall finite-element discretization. This amplification
effect must be compensated by defining an effective critical energy release rate Ge f f

c for the purpose of
phase-field simulation (see also [274]).

Ge f f
c =

Gactual
c

1 + (h/4l0)
(85)

where Gactual
c and Ge f f

c are the actual and effective critical energy release rates respectively. It must be
emphasized that using the amplified value of material fracture energy Gactual

c leads to overestimation of
critical fracture loads in comparison to discrete fracture methods, and hence for all practical purposes
Ge f f

c must be used while solving the phase-field evolution equation. This would also be highlighted in
detail in the numerical examples section.

5.9. Galerkin Approximation

The strong form of the coupled governing Equations (78) and (82) are set in a discrete form
following standard Galerkin approximation. In this setting, the trial solution spaces are defined as

Su =

{
u ∈

(
H1 (Ω)

)d
∣∣∣∣u = ū on ∂Ωb

}
(86)

and
Sc =

{
c ∈ H1 (Ω)

}
(87)

for the displacement field and the phase field respectively. Corresponding weighting functions spaces
are further defined as

Wu =

{
wu ∈

(
H1 (Ω)

)d
∣∣∣∣wu = w̄u on ∂Ωb

}
(88)

and
Wc =

{
wc ∈ H1 (Ω)

}
(89)
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Multiplying Equation (71) with the weighting functions (88) and performing the necessary
integration by parts leads to the standard weak form of the equilibrium equation∫

Ω

σ · ∇wudΩ−
∫
Ω

b ·wudΩ−
∫

∂Ωt̄

t̄ ·wud∂Ωt̄ = 0 (90)

Multiplying Equation (78) with the weighting functions (89) and performing the necessary
algebraic manipulation gives rise to the phase field weak form employed in [229]

∫
Ω

([
4l0 (1− k)H

Gc
+ 1
]

c, wc
)

dΩ +
∫
Ω

(
4l2

0∇c,∇wc
)

dΩ−
∫
Ω

(1, wc) dΩ = 0 (91)

Similarly, the cohesive phase field weak form derived from Equation (82) assumes the following form

∫
Ω

(g′(c)D̃, wc) dΩ +
∫
Ω

3Gc

8l0

[
− (1, wc) +

(
2l2

0∇c,∇wc

)]
dΩ

+
∫
Ω

(〈λ + γ(c− cn−1)〉+, wc) dΩ = 0
(92)

The weak forms introduced in Equation (91) or (92) can be further discretised employing either
mesh-based, i.e., the FEM, mesh-less methods, see, e.g., [275] or MPM [32]. The resulting discrete
equations are then solved in an incremental fashion. Due to the nonlinear nature of g(c), the resulting
discrete problem is a nonlinear one, even for the case of elastic fracture, hence necessitating the use of
iterative solvers.

6. Numerical Examples

In this section, four numerical examples are presented, allowing for a comparison in terms of the
modeling capabilities of the investigated methods. The first two examples consider a square plate, first
under tension, then under shear loading, with both setups having been studied extensively in existing
literature. Although analytical solutions for these two setups do not exists, the geometry can be
modelled by one SBFEM subdomain and therefore a high-fidelity reference solution can be constructed
for the peak load and displacements following the first crack increment. For the last two examples,
the notched plate with hole and L-shaped panel, respectively, there exist experimentally obtained crack
paths to compare against. Furthermore, the test setups closely mimic crack propagation scenarios
under real world conditions. For the former numerical example, modelling the complete crack path by
discrete crack methods is particularly challenging, since they do not provide the capability to nucleate
cracks. The later numerical example presents a similar issue, however, modelling by discrete crack
methods is achieved by placing the crack tip at the re-entrant corner, effectively circumventing the
nucleation issue manually. To this end, we first outline the implementation details adopted for each
numerical method, then proceed to the numerical examples.

6.1. Implemented Variants

For the numerical examples presented in this section, the standard XFEM with shifted enrichment
functions is employed. The enrichment radius assumes a value equal to re = 3.5 h, with h denoting
the element size, while the radius used for the interaction integral is rd = 1.5 h. Element partitioning
and almost polar integration are employed for the integration of jump and tip enriched elements
respectively. Finally, levels sets are updated using the φψrθ method from the work of Duflot [139].

The specific realization of SBFEM employed in the presented examples is based on balanced
hybrid-polygon quadtrees, unless otherwise explicitly stated, and thus discretises the boundary with
linear line elements. The Gauss-Lobotto integration scheme is employed, to offset computational
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effort for the numerical examples where hp-refinement is introduced (Section 6.2). Decoupling of the
linear system of ordinary differential equations (Equation (36)) is performed by block diagonal Schur
decomposition. The gSIFs are estimated by means of the spline fitting approach. For the case of the
tension test, the domain is approximated via use of a single subdomain with hp-refinement on the
boundary to produce gSIFs of highest possible accuracy. Results obtained by this variant are termed
SBFEM hi-fi, acknowledging the high fidelity solutions they produce [276].

For the PF-FEM case, 4-noded quadrilateral plane strain/stress elements with bilinear basis
functions and based on a full integration technique have been adopted. A displacement-controlled
nonlinear static analysis scheme is utilized with constant displacement increments. Displacement is
monitored and controlled at any single node on the loading edge, to which all other nodes on the
edge are kinematically coupled in the direction of loading. Unless explicitly stated, the solution is
implemented within a stagger phase-field solution algorithm with a single prediction step (Nstaggs = 1)
and a displacement norm convergence tolerance tolu = 10−5. In all the numerical experiments
conducted in this work, the mesh size is consistently smaller than the length scale, i.e., h ≤ l0 to
accurately resolve the crack path.

Remark 2. In case the phase field functional definition and associated length scale parameter initially adopted
by [232] is employed (see, also Remark 1), then the corresponding mesh size inequality becomes h ≤ l0/2.

6.2. Numerical Example 1: Single Edge-Notched Tension Test

This example considers mode-I fracture behavior of a square panel, with geometric description of
the domain, boundary conditions and material parameters as defined in Figure 11. A state of plane
strain is assumed, the specimen thickness is t = 1 mm. The Young’s modulus, Poisson’s ratio, length
scale, fracture energy density and crack propagation length are chosen as E = 210 kN/mm2, v = 0.30,
l0 = 0.0075 mm, Gc = 0.0027 kN/mm, σc = 2.5 kN/mm2 and ∆a = 0.02 mm, where applicable.
The bottom edge of the specimen is clamped in both x and y directions, such that ux = 0; uy = 0.
The loads and boundary conditions of the top edge by discrete and PFM are enforced differently,
yet with equivalent outcome; for XFEM and SBFEM a prescribed displacement of u = uy ≥ 0 is
imposed on the top edge, while for PFM, a quasi-static displacement control analysis procedure is
implemented considering a concentrated load applied at point C and kinematic coupling of the vertical
displacement DOF along the top edge, such that u = uy ≥ 0 is obtained. The analysis procedures for
each approach as described in Section 6.1 apply. Two different solution procedures based on standard
and cohesive phase field approaches, as described in Sections 5.5 and 5.6 respectively, are studied
within this example. The resulting load deflection paths for all methods are shown in Figure 12; the
standard SBFEM and XFEM implementations match the deflections and peak load, while the phase
field method with Ge f f

c approximates only the peak load closely.
The nucleation and propagation of the crack at successive time-increments is shown in Figure 13.

The nucleation of the crack automatically occurs at the notch-tip, and then this propagates linearly
in the direction perpendicular to the applied load. It is known that the value of the length scale
parameter lo not only controls the width of the phase field diffusion zone, but also affects the peak
fracture force values. This is illustrated in Figures 14 and 15, where a decreasing the value of lo leads to
sharper crack topologies and higher peak fracture forces, thus showcasing a more brittle-like fracture
behaviour. It can be inferred from Figure 15 that if lo is chosen sufficiently small, i.e., in the limit lo → 0,
the force-displacement curves converge towards the discrete solution, i.e., Griffith’s description of
brittle fracture; a property well-known as Γ-convergence of regularized phase field fractures. However,
an important point to note is that a formal proof of Γ-convergence of anisotropic strain-energy splits
(detailed in [232,264]) towards Griffith’s theory is not available yet, as also stated in [277].
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Figure 11. Tension test geometry, material parameters, loading and boundary conditions.

It is evident from Figure 12 that both discrete crack methods, i.e., XFEM/SBFEM, predict similar
fracture characteristics, whereas the critical fracture force obtained from phase-field method is slightly
overestimated when the actual value of Gactual

c = 0.0027 kN/mm is used. Considering hPFM =

0.005 mm and l0 = 0.0075 mm which have been used for the current analysis, an effective fracture
energy Ge f f

c = 0.00231 kN/mm can be calculated based on Equation (85). The critical fracture load
thus obtained using Ge f f

c shows very good agreement with those predicted by discrete methods
XFEM/SBFEM. The difference in the elastic stiffness of the material between XFEM/SBFEM and
PF-FEM cases is due the fact that in conventional PF-FEM formulations, as in [69], the phase-field
variable evolution and consequently stress degradation start as soon as the material is loaded and
hence, prevents recovery of a pure linear elastic limit. The crack paths, however, coalign as expected,
although for the PF-FEM the resulting displacements are over-estimated as the fracture must initiate
at the same critical load for a given value of Gc. An alternate approach, which is highly effective in
determining accurate gSIFs [276], may be applied when the domain is star convex with regards to
the crack tip, and is introduced here as a high fidelity reference solution (SBFEM hi-fi). Although by
hp-refinement on the boundary, the gSIFs are accurately determined utilizing only a few DOFs,
and thus minimal computational resources, this approach is only applicable to crack propagation in a
select few cases, such as in this symmetric tension test, where the crack path remains straight. The SIFs
obtained by discrete crack methods coincide to the fourth significant figure.

For comparison purposes, the tension test is also performed using the cohesive phase field method
shown in Equation (92). The fracture response in this case depends on the shape parameter p, which
controls the shape of cohesive stress-crack opening curve. Increasing the value of p enables faster
degradation of stresses as soon as the critical stress limit is reached, however, too large p may lead to
poor convergence. Figure 16 shows the dependence of load-displacement responses and critical loads
on the choice of shape parameter p. The length-scale parameter lo for each case is chosen based on its
upper bound value in Equation (69). A cohesive phase-field model is highly useful when the size of
fracture process zone (FPZ) is large enough, and the Griffith’s description of purely brittle fracture
becomes inadequate [250]. In such cases, the numerical phase-field model can be calibrated with the
specific material responses by making an optimal choice for the parameter p.
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Figure 12. Tension test load-deflection curves.

(a) (b) (c)
Figure 13. Tension test phase field evolution for (a) u = 0.0057 mm (b) u = 0.00585 mm (c) u = 0.00595
mm, with displacement increment ∆u = 1× 10−6 mm.

(a) (b) (c)
Figure 14. Tension test comparison of phase field diffusion widths employing (a) lo = 0.015 mm (b)
lo = 0.0075 mm (c) lo = 0.00375 mm.
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Figure 15. Tension test effect of length-scale parameter variation on load displacement curves.
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Figure 16. Tension test with cohesive phase field formulation studying effect of shape parameter p on
the peak fracture loads

6.3. Numerical Example 2: Single Edge-Notched Shear Test

In the present example, the mode-II fracture behavior of a square panel is examined,
with geometric description of the domain and boundary conditions as shown in Figure 17. This
is a standard benchmark test to evaluate damage characteristics under shear loads, and has been
analyzed extensively in the literature, see for e.g., [229,232]. The specimen thickness is t = 1 mm and a
state of plane-strain is assumed. The material parameters are chosen as E = 210 kN/mm2, v = 0.30,
l0 = 0.0075 mm, Gc = 0.0027 kN/mm with crack propagation increment ∆a = 0.02 mm, in accordance
with [232]. For the phase-field analysis, the mesh is refined with hPFM = 0.005 mm in the regions
where the crack is expected to propagate. Zero y-displacement boundary conditions are enforced
(uy = 0, Figure 17) on all outer edges of the plate. Furthermore, the bottom edge of the specimen is
retrained in the horizontal direction (ux = 0). For the discrete crack methods, a horizontal displacement
u = ux ≥ 0 is imposed on the top edge of the specimen, while the PFM applies a concentrated load P
at point C, kinematically couples the horizontal DOF on the top edge and solves enforcing quasi static
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displacement control. The second order quadratic phase field formulation described in Section 5.2.1 is
employed in this example. The analysis procedures for each approach are as described in Section 6.1.
The corresponding load-deflection paths are shown in Figure 18.

The shear test results in a biaxial stress state developed at the notch-tip which leads to an inclined
crack propagation at an angle 45◦ to the horizontal.

The crack paths are closely aligned (Figure 19), however, the origin of the discontinuity differs
slightly between the PFM and the discrete crack methods, resulting in a slight differentiation of the
crack paths upon crack propagation. Such behaviour is a consequence of the discrete crack methods
mandating the crack propagate starting from the proceeding crack tip, whereas the PFM permits the
evolution along the notch. Various stages of the phase field evolution are shown in Figure 20.

Further discrepancy is also observed in the significantly differentiated behaviour of the associated
load-deflection curve. The higher peak load obtained by discrete crack methods and the snap back
behaviour is not mirrored in the PFM result. The difference in snap back behaviour between the
SBFEM and XFEM is attributed to the adaptivity of the SBFEM mesh about the crack tip, while the
XFEM relies on the initial mesh topology. After this oscillatory step, the respective load deflection
curves coincide closely.

Contrary to the discrete methods where the equilibrium path is derived from sequential
linear solutions, PFM relies on incremental iterative solvers; hence the snap back response would
not be captured with a displacement control nonlinear analysis procedure; rather, a generalized,
e.g., arc-length, analysis is required. Eventhough the PFM results shown in Figure 19 are identical to
the results provided in the literature (see, e.g., [232,265]), the 8% difference in the peak load compared
to discrete methods highlights the importance of the length scale parameter on the solution. The effect
of the length scale l0 on the crack topology and the peak fracture loads is shown in Figures 21 and 22,
respectively. It can be noted that the shear crack paths and load-displacement curves show a similar
trend as already seen in Section 6.2, wherein decreasing l0 leads to sharper and more brittle cracks
with higher peak fracture forces which converge to the discrete fracture solution.
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Figure 17. Shear test geometry, material parameters, loading and boundary conditions.
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Figure 18. Load-deflection curves of the shear test.

Figure 19. Shear test crack-paths obtained from SBFEM, XFEM and PFM-based crack propagation analysis.

(a) (b) (c)
Figure 20. Shear test phase field evolution at (a) u = 0.009 mm (b) u = 0.011 mm (c) u = 0.013 mm,
with displacement increment ∆u = 1e−6 mm.
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(a) (b) (c)
Figure 21. Shear test comparison of phase field diffusion widths with respect to decreasing lo, where
(a) lo = 0.015 mm (b) lo = 0.0075 mm (c) lo = 0.00375 mm.
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Figure 22. Shear test effect of length-scale parameter lo variation on load displacement curves

6.4. Numerical Example 3: Notched Plate with Hole (NPwH)

A notched plate containing a hole is considered with geometric description of the domain,
boundary conditions and material parameters as defined in Figure 23. In [32,243], a similar example
has been analyzed previously. The specimen thickness is t = 15 mm and a state of plane-stress
is treated. The Young’s modulus, Poisson’s ratio, length scale, fracture energy density and crack
propagation length are chosen as E = 5.98 kN/mm2, v = 0.221, l0 = 0.35 mm, Gc = 0.00228 kN/mm
and ∆a = 2 mm, where applicable. For the PFM, the mesh-size is kept at a value of hPFM ≈ 0.34
mm in the crack propagation region. A zero displacement boundary condition (ux = 0; uy = 0) is
enforced on the bottom pin, whereas a vertical displacement u = uy ≥ 0 is imposed on the top pin.
The numerically predicted crack path is compared with the experimental results presented in [265].

Comparing PFM to discrete crack methods, the obtained peak load is similar (Figure 24), however,
the crack paths differ significantly (Figures 25 and 26). Since the discrete methods do not possess an
intrinsic method to nucleate cracks, once the crack tip has propagated into the hole, the algorithm
terminates. This is apparent, since both XFEM and SBFEM report a final vertical displacement of
approximately 0.33 mm. Due to this inherent limitation, expert judgment is required to interpret crack
propagation results stemming from discrete crack methods as their termination is indistinguishable
from crack arrest, when inspecting conventional results. The phase field methods circumvent these
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issues resulting in a highly flexible and generalized method, at the cost of significantly increased
computational effort.

For the PF-FEM case, the effect of the number of staggered phase field iterations on the accuracy
of the predicted peak fracture loads is examined. Four different cases with constant displacement
increments ∆u = 10−2, ∆u = 5× 10−3 mm, ∆u = 10−3 mm and ∆u = 5× 10−4 mm are considered
and the corresponding load-deflection paths are shown in Figure 27a. In all cases, the phase-field
solution is predicted using a single staggered iteration step Nstaggs = 1 and a tolerance of tolu = 10−5

is maintained. It can be seen that solution accuracy improves when the size of displacement increments
∆u is sufficiently small, and convergence is achieved for ∆u = 1× 10−3mm. Further reduction of ∆u
marginally affects the results at the cost of increased number of calculations, with ∆u = 5× 10−4 mm
and ∆u = 1× 10−3mm yielding almost similar load-displacement curves.

In Figure 27b the converged solution of Figure 27 is compared against the solution with ∆u =

5× 10−3mm when (i) only a single staggered iteration is performed and (ii) staggered iterations are
performed until the phase field solution converges. It is evident that the peak fracture loads obtained
in converged staggered iteration case is lower as compared to the Nstaggs = 1 case, and are actually
closer to the converged solution shown in Figure 27a. The evolution of phase field at successive
monitored displacements is shown in Figure 28; results are obtained using single staggered iteration
Nstaggs = 1 and a constant displacement increment ∆u = 10−3 mm. The crack paths obtained from
phase field calculations (Figure 29) show good agreement with the experimental fracture results
presented from [265].

Furthermore, the analysis has been conducted using two different anisotropic strain energy splits
widely used within the phase field literature (Figure 30):

1. Spectral decomposition of strains proposed in [232]
2. Volumetric Deviatoric strain split proposed in [264]

The crack path predicted via the spectral strain decomposition [232] appears closer to the
experimentally observed crack than the volumetric-deviatoric strain split [264] (Figure 30a,b). These
minor differences are also reflected to the equilibrium paths shown in Figure 30c. Since, contrary to the
spectral strain decomposition split, the volumetric-deviatoric split only partially prohibits degradation
due to purely compressive stresses, a higher amount of material is overall degraded in the latter case;
hence the peak force is indeed expected to be lower. However, the spectral strain decomposition leads
to a highly nonlinear formulation and therefore increased computational costs—see also [265] for a
hybrid procedure to alleviate these. This highlights the significance of choosing the appropriate split
and hence the level of expert judgment required when employing PFM for LEFM.
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Figure 23. NPwH geometry, material parameters, loading and boundary conditions.
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Figure 24. NPwH load-deflection curves.

Figure 25. NPwH crack-paths obtained from SBFEM, XFEM and PFM-based crack
propagation analysis.
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Figure 26. NPwH meshes for SBFEM (top) and XFEM (bottom), with focus on crack path region.
The last crack propagation step prior to the cracks reaching the hole is depicted.
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(b)
Figure 27. NPwH PFM force displacement response illustrating the dependence of peak fracture force
on (a) ∆u for Nstaggs = 1 (b) the number of staggered iterations.
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(a) (b) (c)
Figure 28. NPwH phase field at monitored displacement (a) u = 0.35 mm (b) u = 0.96 mm (c) u = 1.20
mm, with a displacement increment ∆u = 1e−3 mm and a single stagger iteration.

(a) (b)
Figure 29. NPwH comparison of crack topologies depicting experiments from (a) [243] vs. (b) phase
field simulations.

6.5. Numerical Example 4: L-Shaped Panel (LSP) Test with Crack at Re-Entrant Corner

Figure 31b depicts the geometric description of the domain, boundary conditions and material
parameters for an L-shaped panel. A state of plane stress is considered with specimen thickness
t = 100 mm. The Young’s modulus, Poisson’s ratio, length scale, fracture energy density and crack
propagation length are chosen as E = 5.98 kN/mm2, v = 0.2, l0 = 2.5 mm, Gc = 0.0089 kN/mm,
hPFM ≈ 1.4 mm and ∆a = 10 mm, where applicable. A zero displacement boundary condition
(ux = 0; uy = 0) is enforced on the bottom side, while a cyclic imposed displacement envelope is
considered at a distance dl = 30 mm from the rightmost edge of the panel with a constant displacement
increment ∆u = 10−3 mm and the load history as shown in Figure 31a. The analysis procedures
described in Section 6.1 for each method apply. Through this application, we simulate the experimental
program undertaken in [278] which has also been investigated in previous publications pertinent to
computational fracture mechanics [265]. Since the discrete crack methods do not intrinsically posses the
capability to avoid crack over-closure and interpenetration, without introducing contact, the numerical
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simulations employing XFEM and SBFEM follow a modified loading path (Figure 31 left) starting from
time step 1000.
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(c)
Figure 30. NPwH comparison between anisotropic phase field models with strain energy splits
proposed in [232,264]. (a) Crack path from analysis implementing the anisotropic split proposed in [232];
(b) Crack path from analysis implementing the anisotropic split proposed [264]; (c) Force-displacement
response comparison between the anisotropic phase field models.

The load-displacement curve and the peak fracture force (Figure 32) are in accordance with
existing literature [265] and a good agreement is observed between all methods. The crack paths
obtained from all methods remain within the envelope of the experimental results (Figures 33 and 34).
Furthermore, the crack path obtained in Figure 35 coincides with the experimentally observed crack
in [278]. For the case of SBFEM, the crack tip does not coincide with the re-entrant corner, since the
implementation requires the crack tip to reside within the domain and not on the boundary. Hence,
the crack tip was perturbed by a small value and thus the peak load is slightly overestimated.

Furthermore, a comparison is drawn between the load-displacement curves obtained using the
spectral strain decomposition [232] and the constrained hybrid phase field model proposed in [265].
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The resulting load-deflection curves are shown in Figure 36. It is of interest to note that the anisotropic
spectral split [232] naturally avoids crack face overlapping during crack closure when cyclic loads are
considered. On the other hand, the hybrid phase-field model in [265] requires an additional constraint
to prohibit interpenetration of crack faces during compression phase.

E = 28.85 kN/mm2

ν = 0.20

t = 100 mm

Gc = 8.9 · 10−5 kN/mm

lo = 2.5 mm
P

250 mm 250 mm

2
50

m
m

2
50

m
m 3

0
m
m

(a)

0 300 800 1000 2000

-0.2

0

0.3

1

(b)
Figure 31. (a) LSP geometry, material parameters, loading and boundary conditions (b) Cyclic envelope
of monitored displacement.
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Figure 32. LSP load-deflection curves.
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Figure 33. LSP meshes for SBFEM (top) and XFEM (bottom), with focus on crack path region.

Figure 34. LSP crack paths for SBFEM, XFEM and PFM.

(a)

-0.2 0 0.2 0.4 0.6 0.8 1

-15

-10

-5

0

5

10

15

20

(b)
Figure 35. (a) LSP phase field (b) load-deflection response under the cyclic loading defined in
Figure 31b.
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Figure 36. LSP comparison of load-displacement curves implementing the anisotropic spectral split vs.
hybrid phase field models.

6.6. Numerical Example 5: Plate with Two Holes and Edge Cracks (PwHC)

The case of the plate shown in Figure 37 is considered here. This numerical example is studied,
since it poses challenges for both diffuse and discrete methods as discussed in [277]. The boundary
conditions and material parameters are also shown in Figure 37 according to [9].

A state of plane strain is considered. The Young’s modulus, Poisson’s ratio, length scale, fracture
energy density and crack propagation length are E = 210 kN/mm2, v = 0.3, l0 = 0.1 mm, Gc =

1.0 N/mm, hPFM ≈ 0.06 mm, and ∆a ≤ 1 mm, where applicable. Furthermore, for the phase-field
analysis, a volumetric-deviatoric strain decomposition (similar to Amor et al. [264]) is employed.
The bottom edge of the plate is clamped, while on the top edge a prescribed displacement is applied in
the vertical direction and displacements in the horizontal direction are prohibited (ux = 0; uy > 0).
The specimen thickness is t = 1 mm.
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Figure 37. PwHC geometry, material parameters, loading and boundary conditions.
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In the presence of multiple cracks inside a domain, methods employing discrete crack representations
typically implement a stability analysis [163] to ascertain the propagating cracks at each step. However,
in this specific case, this involved procedure can be circumvented, due to the symmetric test setup.
Nevertheless, the naive approach of simply running the analysis will result in an undesirable outcome,
since slight numerical imbalances can result in asymmetric and erroneous results. To counteract these
effects, symmetric meshes are employed in the XFEM analysis, while the SBFEM analysis enforces
symmetric gSIFs about the diagonal. An average of the gSIFs is calculated to determine the crack
propagation angle.

Solving this example using the phase-field method produces interesting characteristics with
respect to the crack initiation location and crack-paths. It is observed that when there is no restriction
imposed on the crack from initiating near the holes, the phase-field initiates simultaneously and
symmetrically at the top and bottom hole edges and then propagates almost horizontally as if no
notches were present in the structure (Figure 38). However, when the crack evolution is restricted near
the hole boundary, e.g., by imposing a very high Gc in the surrounding region, the crack initiates at
both notch tips and propagates towards the hole edges simultaneously (Figure 39a). Further loading
leads to evolution of multiple cracks initiating at the edges of holes which ultimately merge in the
centre of the structure (Figure 39d). This observation is similar to what has been previously reported
in [277]. However in the absence of experimental results for this problem, it is currently difficult to
deduce which method predicts a realistic crack pattern. Hence, we refrain from reporting the typical
load-deflection curves and focus only on the crack paths.

(a) (b)

(c) (d)

Figure 38. PFM crack path without restricting nucleation at the holes. (a) Cracks initiating at the
holes; (b) Growth of cracks originating from the holes; (c) Additional cracks nucleate at the holes;
(d) Nucleated cracks reach the domain boundary.
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(a) (b)

(c) (d)

Figure 39. PFM crack path when restricting the nucleation at the holes. (a) Crack growth at the notches;
(b) Crack nucleation and growth at the holes; (c) Joining of nucleated cracks at the holes; (d) Merging
of notch and hole cracks.

Since the crack paths derived from XFEM/SBFEM have been shown to coincide very well
when employing similar discretization levels and crack propagation increments, modified mesh
discretizations and crack propagation increments are sampled (Figure 40). The crack paths for all three
variants align very well for the initial portion, while separating slightly as they approach the holes due
to the crack propagation increment and mesh density variations.

PFM
XFEM ∆a = 0.25 mm
XFEM ∆a = 0.50 mm
SBFEM ∆a = 1.0 mm

PFM
XFEM ∆a = 0.25 mm
XFEM ∆a = 0.50 mm
SBFEM ∆a = 1.0 mm

(a)

PFM
XFEM ∆a = 0.25 mm
XFEM ∆a = 0.50 mm
SBFEM ∆a = 1.0 mm

PFM
XFEM ∆a = 0.25 mm
XFEM ∆a = 0.50 mm
SBFEM ∆a = 1.0 mm

(b)

Figure 40. Crack path overlay for three variants: XFEM employing a fine mesh with ∆a = 0.25 mm
(pink), a coarse mesh with ∆a = 0.50 mm (green) and SBFEM employing an adaptive mesh with
∆a = 1.00 mm (orange). (a) Prior to crack nucleation at the holes; (b) After crack merging.



Appl. Sci. 2019, 9, 2436 47 of 65

7. Discussion and Conclusions

This section initiates by detailing the steps involved in a crack propagation analysis, attempted
by each of the described methods. Emphasis is placed on identifying sources of computational effort,
while illustrative flowcharts are provided for each method. This visual representation of the methods
then serves as a basis for the discussion on the merits and drawbacks of each individual method within
the context of LEFM.

7.1. Crack Propagation by XFEM/GFEM

A conceptual representation of the steps involved in a typical crack propagation analysis with
the XFEM/GFEM is provided in Figure 41. As should be obvious based on Section 3, enriched finite
element methods are essentially discretisation schemes and, as such, require coupling to appropriate
criteria in order to model crack propagation. In the present case these are provided by the LEFM
framework. The flowchart of Figure 41 involves elastic solution steps followed by the evaluation of a
crack propagation criterion. This is common for most LEFM schemes relying on discretizstion, such
as for instance FEM or SBFEM. The coupling to further schemes for crack propagation, such as the
cohesive zone model, is also possible, in which case the steps of Figure 41 would have to be modified.

The enriched finite element schemes contained within the XFEM/GFEM family of numerical
methods permit the treatment of discontinuities and singularities independently of the mesh, while
preserving the convergence rates of the underlying FE method. Hence, conventional meshers are
employed, yet enriched node and element sets need to be specified and their contributions to the
equilibrium equations need to be assembled. This, apart from introducing additional DOFs associated
with the enrichment functions (Equation (19)) and potential conditioning problems, requires the use of
more involved numerical integration schemes leading to an increased computational toll. Nevertheless,
these operations are only performed on a small part of the domain, thus minimizing this additional
cost. As mentioned in Section 3, several techniques are available that allow performing the required
tasks in a robust and automated manner.

For the calculation of the SIFs, elements within the interaction integral domain are identified
and their contributions are assembled. A suitable crack propagation criterion is applied in order to
evaluate the propagation direction, and together with a user-specified crack propagation increment ∆a
determine the new crack tip location. Since implicit crack representation has become an almost integral
part of enriched finite element methods, the next step would involve the update of this representation.
This task might introduce additional challenges, however, significant work has been carried out in this
direction, with several methods available for tackling this issue in a simplified manner.
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Figure 41. Steps comprising an XFEM/GFEM crack propagation analysis.

7.2. Crack Propagation by SBFEM

The crack propagation process by SBFEM, enhanced via hybrid balanced quadtree polygon
meshes, requires the polygon representation of domain features as input, including the crack.
The points comprising the polygons constitute the subdivision criterion for the quadtree decomposition.
If more than a user-specified number of points fall within a quadrant, this is subdivided. Together
with the balancing operation, these steps entail minimal computational effort. The explicit neighbours
of each cell do not need to be calculated, but simply the size of its neighbour. This is efficiently
achieved by querying the center of each element, offsetting them by the element size in all four
cardinal directions, passing them through the tree structure, and finally returning the size of the
final cell. Assuming a balanced mesh, all possible element realizations are precomputable. When
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the domain features, such as the boundary and strong & weak discontinuities do not align with the
Cartesian axes, polygon clipping algorithms are required. Although efficient algorithms exist for
polygon clipping, the resulting polygonal elements are no longer precomputable and must therefore be
calculated individually. In order to construct the stiffness matrix of an SBFEM element, a Hamiltonian
eigen-problem must be solved. This entails a real Schur decomposition, sorting of the eigenvalue blocks
and subsequent block-diagonalization, as well as the inversion of the matrix [E0] and the evaluation
of a matrix exponential, if quantities of interest inside the SBFEM element need be determined.
For smaller elements, commonly employed on quadtree meshes, this additional step when compared
to the standard FEM procedure, does not generate a significant computational overhead. Specifically,
Ooi et al. [51] report a reduction of computational effort close to 50% on typical analysis domains,
when employing precomputable alongside clipped elements. When larger domains are investigated by
using a single SBFEM element for the whole domain and hp-refinement is employed, determining the
stiffness matrix dominates the computational effort of the analysis. Unfortunately, the stiffness matrix
is fully populated, yet symmetric. Hence, this type of analysis is best suited for problems with small
boundary to domain ratios. Determining the gSIFs entails post-processing calculations localized to the
element containing the crack tip. The singular modes are identified according to Equation (44) and the
gSIFs are calculated by evaluating the components of the stress tensor σ(s) in crack extension direction
(Figure 2b). The crack propagation angle is selected based on a suitable criterion (Equation (13)), while
the crack propagation increment ∆a is user specified. After definition of the updated crack tip location,
the crack path polyline is updated accordingly and provided as input to the meshing phase of the next
iteration. The steps to a standard SBFEM analysis are summarized in Figure 42.

7.3. Crack Propagation by PFM

In PFM fracture is not introduced as an explicit or implicit discontinuity in the displacement field.
Rather, it is associated with the evolution of a continuous field, i.e., the phase field. The governing
equations of the crack propagation problem emerge through the minimization of the total potential
energy established in Equation (70), see, e.g., [69]. This gives rise to the coupled system of equilibrium
and phase field governing equations established in Equations (71) and (72). The crack is not explicitly
represented but derived from the solution of the coupled system as the region where c = 0 (typically
values of c < 10e− 3). Within the setting of an incremental solution procedure, the phase field is
updated at each time step and with it the crack topology. Nucleation, merging, branching and arrest of
cracks as well as the associated crack propagation increment is a natural byproduct of the phase field
evolution. The mechanical/phase field coupling is enforced by introducing a material degradation
function that is dependent on the phase field. The evolution of fracture follows through the solution of
this coupled strong form. Existing discontinuities may be introduced into the domain by providing
initial values to the phase field. Mesh density is contingent on sufficient resolution of the fracture
process zone, mandating a highly refined mesh in its vicinity. The combination of length scale and
level of mesh refinement interact and affect the estimation of the fracture energy hence necessitating
the scaling of the critical energy release rate. The numerical solution of the PFM-coupled governing
equations is performed using either monolithic or staggered solvers. Monolithic solvers are typically
based on the Newton-Raphson solution procedure and have been proven to provide accurate fracture
paths. However, they have been shown to suffer from poor convergence due to the non-convex
nature of the underlying energy functional [277]. Yet, the accuracy provided by monolithic solvers
renders them a favourable solution, especially in the case of dynamic fracture problems and several
attempts have been suggested in the literature to improve the robustness of monolithic procedures
(see, e.g., [279–281]). In staggered methods the displacement and phase field equations are decoupled
and solved separately within each load increment. In principle, a staggered algorithm for coupled
field problems is based on freezing one field variable at a constant value, solving for the other until
convergence is achieved. The staggered approach (also known as alternate minimization approach)
provides better convergence rates than the monolithic due to the convexity of the energy functional
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(Equation (70)) with respect to the two unknown fields {u, φ} separately. However, its accuracy is
dependent on the incremental step unless stagger iterations are performed; these however increase the
computational burden of the analysis. Very recent developments aim towards providing more robust
staggered solvers, (see, e.g., [282]). The steps to a typical PFM solution procedure with a staggered
solution scheme are summarized in Figure 43.
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Figure 42. Steps comprising SBFEM analysis.

7.4. Contrasting Discrete and PFM Crack Representation Approaches

The merits of each method within the LEFM setting are discussed by contrasting key features and
analysis steps.

For the discrete methods, the representation of the crack is typically available in explicit form.
Crack propagation analysis yields a polyline description of the crack topology. Since SBFEM employs
polygon clipping, it does not require further information. XFEM, if chosen to employ an implicit
enrichment representation, models the crack additionally by associated level sets. Crack path extraction
is not necessary, since it is already given as a polyline. A crack consisting of a one-segment polyline
is usually provided as input. For the PFM, the crack is represented by a scalar phase-field, with the
phase-field variable directly embedded into the constitutive equations. The crack is represented as the
region of fully degraded material with c = 0. Hence, no explicit crack representation is required during
the analysis, albeit readily available in post-processing, if required. Initial defects are introduced in the
system by specifying sets of points with corresponding phase field values.

Meshing requirements for analysis by XFEM are largely decoupled due to the level set
representation, yet substituted by more involved numerical integration procedures. This permits the
use of a constant mesh during crack propagation analysis. This is contrary to analysis by SBFEM,
where the initial quadtree decomposition, i.e., the mesh, is updated during each step incrementally.
Discontinuities introduced by polygon clipping result in double nodes, such that the nDOF of the
system increase gradually as the analysis proceeds. Furthermore, in select cases, clipping can result
in non star-convex elements, which the method cannot treat. Delaunay triangulation of the element
is required in such instances. Furthermore, due to clipping, elements with poor aspect ratios, in the
conventional FEM sense, may arise. Empirically, this does not seem to be as severe an issue manifesting
itself in erroneous numerical integration results, when employing SBFEM. In order to adequately
represent the fracture process zone, the PFM requires a highly refined mesh in the regions of expected



Appl. Sci. 2019, 9, 2436 51 of 65

crack propagation as well as at the crack tip, rendering the phase-field method computationally
expensive for solving large-scale problems, especially when compared to discrete fracture approaches.
It is now accepted that an element size h ≤ l0 is required to accurately resolve the crack path.
However, this computational burden is effectively addressed using parallel solvers, adaptive mesh
refinement [229,283], multiscale computation techniques [284] also within a local/global solution
context [285].

Figure 43. Steps comprising Phase field analysis.

The methods further differ in the hyper-parameters that ought to be specified by the analyst.
XFEM requires the specification of crack tip enrichment type and radius, as well as the region where
the interaction integral is to be calculated. Special care must be taken to exclude blending elements
from the calculation of the SIFs, which may affect final results. SBFEM similarly requires the analyst
to specify the homogenization region about the crack tip. With the exception of the cohesive phase
field model, in the PFM implementations discussed in Section 5.2 the specification of the length scale
regulates the response, imposing guidelines on mesh discretization and scaling of the critical fracture
energy. As further discussed in Section 5.2, early efforts to treat this regulatory effect by introducing
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stress-based crack-driving forces have been reported in [256] whereas, and most notably, Wu and
Nguyen [251] provided length-scale insensitive formulations that also preserve Γ-convergence.

The solution process for both XFEM and SBFEM involves a single elastic solution step. The PFM,
as previously described in Section 7.3, comprises either monolithic or staggered approaches within
an iterative solution scheme. In the quasi-static regime, displacement or generalised control solution
procedures are typically employed. This however necessitates that either Equations (71) and (72)
must be solved with very small time-increments (typically 10−5–10−6), or stagger iterations must be
performed between both equations to ensure energy convergence. Often both of these options lead to
high computational cost.

Therefore, the corresponding load-deflection curve follows from the solution at every time step.
In such quasi-static analyses, displacement controlled analysis automatically yields the load-deflection
curve along with the softening branch. The discrete crack methods derive the load deflection curve
in back-calculation. To this end, an arbitrary loading, e.g., force- or displacement-based, is applied.
The resulting equivalent SIF is compared to the critical stress intensity factor. Hence, a scaling factor
is derived for the loads and displacements at which crack propagation is initiated. This implies that
recovery of the linear branch is a one-step process. Recovering an explicit linear elastic branch with
the PFM requires either a linear phase field approximation as in Section 5.2.3 or cubic degradation
functions [80]. Absence of these approaches will yield deviations from the linear elastic behaviour
contingent on the evolution of material degradation in the process zone. Since the overall system
stiffness is underestimated, the associated displacements are overestimated accordingly.

In the PFM a crack is never explicitly propagated, but associated with the evolution of the phase
field that emerges from the solution of the phase field governing equation. This is driven by the
definition of the crack driving force as discussed in Section 5.2. Depending on the PFM formulation
employed, the crack driving force can be established on the basis of either energy or limit-stress
criteria. The discrete crack methods, within the LEFM framework, require the calculation of the
crack propagation angle and some crack propagation increment. Examples of the later are either
user specified or provided by Paris’ equation. The crack is assumed to propagate in a straight line,
originating from the crack tip determined in the previous analysis step. Hence, the history variables
required are none other than the polyline for SBFEM, while XFEM propagates the associated level sets
as well. PFM require updating the scalar phase field and specific realization of the PFM require further
history variables to impose the crack-irreversibility condition, preventing the crack from healing
during cyclic loading.

The fact that the solution of the phase field governing equations emerge from an energy minimization
problem, opposite to discrete fracture approaches, enables the resolution of crack initiation without
the requirement for a crack path to be defined a priori. Furthermore, crack nucleation, growth
and coalescence happen automatically; this results in a robust method with enormous flexibility
to model complex cracking patterns including the simulation of curvillinear cracks, crack merging,
and crack branching without the need for ad-hoc crack tracking methods. Finally, the method is
naturally extended to 3D [229], considering also the case of fracture under multi-physics scenaria,
e.g., temperature induced fracture [256,286], hydraulic fracturing [81,82,84,287,288], and diffusion
[289]. These advantages, render the phase-field approach a robust crack prediction method. Compared
to discrete fracture approaches, the variational structure upon which the phase field theory emerges,
equips it with significant capabilities for modelling diverse and complex fracture problems in a unified
and consistent manner.

The major advantage of the diffuse crack methods and the PFM specifically lies in their generality.
Extending the discrete crack methods to exhibit similar capabilities involves significant algorithmic
changes, as these codes are custom and not readily extendable to further types of analysis. Furthermore,
extension to 3D problems is not straightforward, in addition, the definition of crack propagation
increment in 3D is difficult to specify. Furthermore, judging if a crack arrests or the method simply
does not permit continuation across obstacles, requires expert knowledge.
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