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Featured Application: Precise cutting, drilling, scribing of deep structures in transparent and
non-transparent materials. The technique enables rapid deep (>500 µm) structure formation with
relatively low average power (<10 W) femtosecond systems.

Abstract: Femtosecond lasers are widely applied in scientific and industrial fields. Recent trends
in the laser market show decreasing prices for femtosecond units, which will ultimately lead to the
opening of new markets that were inaccessible in the past due to the high costs of such systems. To this
end, new techniques that enable micromachining of materials with increased efficiency are interesting.
In this article, we demonstrate a technique that may be used for cutting and drilling various materials.
By placing a layer of water on top of the samples and loosely focusing laser light on the surface,
it was found that the micromachining throughput is increased by up to 10-fold as compared with
micromachining without the water layer (conventional focusing in air), however, the main reasons
for the increase in fabrication efficiency have not been fully understood until now. By modelling the
propagation of the femtosecond pulses by means of the nonlinear modified Schrodinger equation
through the water layer, we show that the increased throughput is attributed to the changing of the
Gaussian intensity profile. In addition, we confirm these findings by numerically modelling the
ablated crater formation.
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1. Introduction

Due to the high precision and low thermal damage offered by ultrashort-pulse micromachining,
femtosecond laser systems are widely applied in both industrial and scientific fields [1]. Though
the advantages of such systems as compared with longer-pulse micromachining (or nonlaser-based
micromachining [2]) are unquestioned, the constantly advancing industry requires higher micromachining
throughput, better end-quality, and higher versatility in terms of machining materials [3,4]. In this
case, femtosecond pulse micromachining offers a unique advantage since the energy of the pulses
is absorbed through a non-linear interaction mechanisms, therefore, enabling the micromachining
of virtually any type of material [5]. Recently, there is a growing trend towards high average power
(>100 W) femtosecond laser systems, and in addition, the price/Watt is decreasing [6,7]. In general,
although higher average power leads to an increase in processing throughput, maintaining process
efficiency comparable to lower power systems without introducing additional thermal damage is a
great challenge [8]. The main issue is that high pulse energies that lead to fluence values which exceed
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the ablation threshold by more than two orders of magnitude are not particularly preferred for precise
micromachining. This is due to the decrease in ablation efficiency, i.e., the energy absorbed in the
material is transferred to the kinetic energy of the ablation debris or/and the shock wave development,
in which case the excess power is not used for material removal but rather for heating the ablated
mass [9]. A possible workaround would be to use spatial light modulators (SLM) or various diffractive
optical elements (DOE) that enable parallel processing of multiple samples at once, however such
an approach is not always favourable due to its limited use for specific applications only, and its
overall complexity. A different scenario may occur if the high average power laser system is realized
by means of high repetition rates (>10 MHz). In this case, the fluence may be chosen closer to its
optimum setting [10], however the pulse-to-pulse time becomes small enough for heat accumulation
to significantly decrease the end-quality of the micromachined samples [11,12], especially near the
tails of the Gaussian beam. This is a typical problem for high average power systems. Outcomes
such as these stem from the fundamental properties of light-matter interaction and cannot be easily
overcome. Although, for MHz systems, the quality of the micromachined samples is improved
by increasing the spatial separation (decreasing pulse overlap), this requires using extremely fast
(10–100 m/s) translation systems, which are either specially modified galvo scanner setups or polygon
scanners [13]. This presents several disadvantages, for example, the system becomes complex due to
the addition of sharp focusing optics and loss of working area cannot be avoided, as well, in the case
of polygons, vector scanning is almost impossible, and therefore these systems can only be used for
specific patterns, hence for specific applications. Therefore, it is necessary to increase the efficiency
(ablated material/unit energy/unit of time) of the micromachining process as much as possible to fulfil
the necessary requirements. Several techniques exist for processing materials with femtosecond pulses
which include: direct ablation in air [14,15], back side wet etching [16–18], spatiotemporally enhanced
focusing [19,20], laser-assisted etching (LAE) [21–26], and gas-assisted processing [27–29]. Although
the techniques presented above all have their advantages and disadvantages, when talking about
cutting/drilling deep (> 500 µm) structures inside the material, all of the stated techniques fall short
(with the exception of LAE), and ultimately fall victim to slow processing and heat-affected zones
around the cut. This is due to the fluence decrease when a crater is formed (the walls of a deep crater
have a larger surface while the spot is projected onto the walls). As the successive pulses impinge
on the same surface area, the surface gradually changes from flat to a V-shape. This is caused by the
spatial energy distribution of the beam on top of the sample. Since typical femtosecond lasers have
a Gaussian energy distribution, the gradient of the Gaussian beam is the driving factor leading to
a V-shape. When more and more pulses hit the surface, the fluence decreases from its initial value
and may go below the ablation threshold. In that case, the efficiency of the ablation process is low,
and the increasing tails of the Gaussian beam produce a constant temperature input with no ablation.
In addition, as the channel becomes deeper, the angle of incidence of the light changes, which also
lowers absorption. More information regarding the intricacies of V-shape formation may be found
in [30]. A possible workaround for this issue is the use of beam-shaping optics which produce a flat-top
beam [31,32], where the area of zero gradient distribution is large and the ablation rate is constant.
However, although there are a number of options for beam-shaping optics, in practice the flat-top
zone is realized only at a certain position along the propagation direction, after which it breaks apart
(takes on a non-flat-top intensity distribution). Furthermore, when a crater is formed on the surface,
diffraction from the edges of the walls, and subsequently interference, distorts the flat-top distribution.
Therefore, for deep cutting/drilling, beam shapers of this sort are not an option.

There are several reports showing that when a layer of water is applied above the samples,
better micromachining quality, as well as increased micromachining throughput, is achieved when
cutting/drilling various materials [33–36]. Explanations for these improvements include better cleaning
of the micromachined crater due to a lower pressure zone that appears above the micromachined
channel as the material expands after the laser pulse hits the surface [34], poor adhesion of the
ablated particles to the surface and the walls of the crater which is caused by the slowing down of
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the species within a viscous medium [37,38], better cooling of the ablated sample due to the better
thermal conductivity of water as compared with air [38,39], and better energy transfer from the created
plasma to the sample since it is confined by a layer of water [34]. These effects mostly contribute
to better micromachining quality obtained after cutting/drilling, only partly explain the increase in
micromachining throughput, and they also do not explain the shape of the ablated crater.

In this study, we present the results of cutting 1-mm thick, soda-lime glass samples submerged in
water. By changing the pulse energy (repetition rate), thickness of the water layer, scanning speed,
and focal position relative to the surface of the sample, we achieve different results in terms of cutting
throughput. The differences in the results and the impact of each experimental factor were also studied
numerically by modelling the propagation and energy losses of the beam using the nonlinear modified
Schrodinger equation. We show that the main driving factor behind the increase in micromachining
throughput is the non-homogenous losses of energy within different portions of the beam resulting
in a semi flat-top intensity distribution. When a channel is ablated and the ablated depth increases,
the shape of the channel gradually changes from flat to a V-shape for a Gaussian intensity distribution
beam, at which point the fluence drops dramatically to near ablation threshold values due to the
large surface area which the beam is projected on. If the intensity profile is closer to a flat-top beam,
the V-shape formation is suppressed, the fluence does not drop as fast, and deeper channels are ablated
faster with higher quality. These findings were confirmed by numerical simulations of crater profile
formation for different intensity distributions after a number of successive pulses on the surface of
the sample.

2. Materials and Methods

In this study, the main focus was to understand and explain the unique data distributions for the
process of cutting 1-mm thick, soda-lime glass samples and varying several laser parameters. More
technical investigations regarding cutting throughput for the micromachining technique, the detailed
experimental parameter influence on the process, and the micromachining quality, as well as various
examples, are found in [40–42]. Therefore, this section will be divided into two parts, one explaining the
experimental setup for cutting the samples as well as for gathering the data, and the second regarding
aspects of numerical modelling of the beam propagation within the water layer and the formation
of craters.

2.1. Experimental Setup for Cutting Glass Covered with a Layer of Water

Laser micromachining of 1-mm thick, soda-lime glass samples was carried out using a Yb:KGW
Pharos laser (Light Conversion, UAB, Vilnius, Lithuania) emitting IR (wavelength –1026 nm) radiation,
with a pulse duration of approximately 260 fs and pulse energy as high as 400 µJ energy at 20 W of
average power, however in our experiments the average power was kept constant at 10 W due to
optical component limitations. The repetition rate was tunable from 1 Hz to 610 kHz, however in our
experiments the repetition rate was changed from 33 kHz to 200 kHz (see text). Figure 1 presents a
schematic of the experimental setup. The laser beam was assisted by a two-axis galvanometric scanner
(Intelliscan10, ScanLab, Munich, Germany). The beam (diameter of 3.5 mm at 1/e2) was focused on the
sample with an F-theta (100 mm, effective NA = 0.018) lens. The sample was covered with a layer
of water ranging from 0.3 to 1.5 mm. The diameter of the spot at the focal position was measured
with a CCD camera and was 22 µm (FWHM). For comparison, some (see text below) of the tests
were performed in the absence of a water layer in order to highlight the unique intricacies when
micromachining with the added layer of water. The samples were covered with water in a specially
designed reservoir with transparent walls. The micromachining process was observed in real time
using an imaging system coupled to a CCD camera (mvBlueFOX, Matrix Vision Gmbh, Oppenweiler,
Germany). Since the process was monitored in real time, when the illumination conditions were chosen
properly it was possible to realize a scenario where all of the light going through the water and the
glass was collected and imaged, while the light going through the air was scattered. In this way, it was
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possible to accurately measure and control the thickness of the water layer covering the samples. In
addition, the changing of the ablated shape of the channel was inspected with the same setup. The
imaging system consisted of a ThorLabs cage frame coupled to a 4X magnification Olympus objective
(0.2 NA, with 18.4 mm working distance) and an f = 5 cm tube lens. For topographic and visual analysis
of the formed grooves an optical microscope (BX51, Olympus, Tokyo, Japan) and optical profilometer
(Plµ 2300, Sensofar, Terrassa, Spain) were used. The laser parameters were studied, and their ranges
are provided in Table 1.

Table 1. Parameters varied during femtosecond laser micromachining experiments. The average power
was kept constant at 10 W.

Parameters Value Range

Position of focus relative to the upper glass interface with water −1.5–1.5 (mm)
Scanning speed along the surface 20–1500 (mm/s)

Repetition rate of the laser 33–200 kHz
Thickness of the water layer 0.3–1.5 mm
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Figure 1. Micromachining setup. The laser beam is directed by a scanner and is focused using an
f-theta lens (f = 100 mm) onto the sample that is covered with a thin layer of water.

2.2. Numerical Model of Beam Propagation in a Transparent Medium

In order to reveal the transformation of the high-intensity pulses within a thin water layer,
we performed some simplified numerical simulations, considering the paraxial beam propagation
along the z-axis of a linearly polarized laser beam. We model the linearly polarized beam with
cylindrical symmetry around the propagation axis z by the envelope A of the electric field, written
as A = Re[Aexp(–ikLz – iω0t)], where kL = n0ω0/c and ω0 are the wave number and frequency of the
carrier wave, and n0 denotes the refraction index of water at ω0. The energy Ein pulse had a Gaussian
amplitude profile in the temporal and spatial domains and a temporal half width τP (FWHM) duration
τFWHM = tP (2 log 2)1/2 and ρFWHM = ρ0 (2 log 2)1/2.

A = A0 exp(−
t2

τ2
0

−
r2

ρ2
0

). (1)

Under the conditions of the experiments regarding the propagation of the beam within the
water layer, the effects related to the pulse group velocity and dispersion were ruled out, since the



Appl. Sci. 2019, 9, 2405 5 of 21

spectral width of 260 fs is below 10 nm and water having a group velocity dispersion coefficient
at 1030 nm of 29.96 fs2/mm does not induce pulse dispersion over the thickness of the water layer.
Therefore, the goal of the research was to predict the alterations to the intensity distribution within the
water layer which impinged on the surface of the sample, since it is believed that the change in the
intensity distribution is the main driving factor for the increase in the micromachining throughput for
ablation in water. The energy distributions striking the sample were acquired by solving the modified
non-linear Schrodinger equation (NLS) in 2 + 1 dimensions. The equation includes diffraction (first
term), self-focusing (second term), and non-linear losses (third term) due to multi-photon absorption.
For the scalar envelope A(r, z, t) evolving along the propagation axis z according to the non-linear
envelope, the equation is:

∂A
∂z

=

 i
2kL

∆r + ikLn2|A|2 −
β(K)

2
|A|2K−2

A, (2)

where, r and ∆r stands for the radial coordinate and Laplace operator, respectively, β(K)[cm2K-3W1-K] is
the multi-photon absorption (MPA) coefficient and n2|A|2 responds to the intensity-dependent changes
of the refractive index. We evaluate the amplitude of the beam at different distances L along the
propagation direction for the incident beam power (at the Gaussian maximum). The input power is
computed from the energy and pulse duration Pin = Ein/τ. Accordingly, the initial pump amplitude

becomes A0 =
√

2P0/π ρ2
0, where ρ0 stands for the beam waist.

2.3. Numerical Simulations of Crater Formation when Multiple Successive Pulses Impinge on the Surface

In order to establish how multiple successive pulses form the ablation crater, a semi-empirical
model was constructed. The model takes the core basis that if a pulse is focused on the surface of
the sample, the energy density (fluence, F) is not constant at different places on the surface since the
intensity distribution of the pulse is non-uniform. Since the energy density varies at different positions
in the impingement zone, the removed mass (volume) must also be different. In order to estimate how
much volume is removed from the surface, a simple experiment was performed by firing pulses of
different energy at the sample and the shape was registered with an optical profiler (see Section 2.1).
Knowing the actual intensity distribution (which was measured previously with a CCD camera),
the shape of the formed crater is put side-by-side with the impinging fluence distribution and a graph
depicting how much the different portions of the sample have increased in depth in relation to different
fluence values. Figure 2 demonstrates this approach. The left side (a) of the figure shows a crater
formed by a Gaussian pulse. Only half of the crater and Gaussian distribution is displayed since the
other half is symmetrical and does not carry any significant information. This graph represents only
experimental data of a crater that was formed after a single pulse (having energy of 160 µJ, fluence =

29 J/cm2) struck the surface of the sample. The red curve shows how the fluence was distributed in
infinitesimally small regions inside the impingement zone before the first pulse struck the sample, i.e.,
the sample was flat before the first pulse arrived and the energy contained in the region dx produced a
change in the Z coordinate of the surface Z(x). From this, with rearranging, the left side (b) of Figure 2
is constructed showing how much the depth changes given a specific energy density (or fluence).
We observed that the dependency takes on a logarithmic form (for greater values than the ablation
threshold) and two parameters are sufficient to fit the curve.
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For the second and all consecutive pulses, the energy stored in the area dx was projected onto
the area dl (see Figure 2). Note that although in real-world experiments dl is an area, for ease of
computational load, a two-dimensional case was considered, and therefore instead of an area, dx and
dl are line segments. We did not take into account the defocusing of the beam, since throughout
our experiments an f = 100 mm focusing lens was used (the input beam was 3.5 mm at 1/e2) which
focused the beam down to 37.4 µm (1/e2). From this, the resulting Rayleigh range (zR = πρ2

0/λ) of
approximately 1.1 mm was calculated, and therefore defocusing was neglected. By taking into account
the above-mentioned considerations, a semi-empirical model (since the coefficients of the logarithmic
function are obtained from the experiment) is constructed that predicts the evolution of the craters
when multiple pulses hit the surface. The changing area dl is calculated after each pulse and the
ratio of energy projected onto this area is taken and plugged into the empirical logarithmic function.
This produces a change (dZ) in the surface Z(x) (see Equation (3)). The sum of these changes produces a
new function Z(x)n which denotes the shape of the surface after each n-th pulse (see Equation (4)). In the
equations, F(x) = F0 exp

(
−4 log(2)

(
x/ρ2

0

))
takes the form of a Gaussian shape (F0 is the amplitude of

the Gaussian distribution, ρ0 is the width of the beam), however different distributions are also valid
as will be displayed later.

dZ(x) = a1 log
(
a2

dx× F(x)
S(x)

)
, (3)

Z(x)n =
n∑

i=1

a1 log

a2
dx× F(x)√

∆Z(x)2
i−1 + dx2

, (4)

where, a1 and a2 are the empirical coefficients obtained from the experiment and are 0.1356 and 0.1324,
respectively, S(x) is the area onto which the energy is projected at different locations of the surface
(in Figure 2 this is described as dl at different X values), and for other symbols see Figure 2. To test
the validity of such an approach, the experimental data (from percussion drilling when focusing
160 µJ (fluence = 29 J/cm2) pulses on the surface) was compared to the computed numerical results.
Although different energy settings were used, 160 µJ was chosen, since the largest number of crater
profiles were measured experimentally in this case, i.e., for low energy pulses (<50 µJ, 9_J/cm2) more
profiles were measured than for the 160 µJ case. However, since the ∆Z vs. energy density plot (see
Figure 2b) was computed from the data for the first crater, the measurement becomes unreliable since
the depth is significantly lower and the measuring equipment has limited resolution. For higher
energy pulses (>160 µJ), although the first pulse gives reliable measurements, the crater becomes
too deep after several tens of pulses and the measuring setup cannot acquire the profiles accurately.
The experimental and numerical results are displayed in Figure 3. We observed that some deviation
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exists in the numerical and experimental results. First, in the experimental case, the width (at the
entrance) of the crater increased, whereas, it remains constant in the numerical case. It is well known
that in the case of multiple pulse impingement the ablation threshold drops, since permanent defects
are created in the peripheral region [43]. However, for the purpose of this study, the increase in width
is not as impactful since it does not drastically change the shape, and ultimately a V-shape groove still
manifests. In addition, in the experimental case, the profile becomes asymmetric, especially for the
deeper grooves. This is caused by defects present within the glass chipping of the surface. Overall,
the numerical case does represent the experimental one with some deviations. It is worth pointing
out that effects such as Fresnel reflections, bottom-wall surface roughness (and associated multiple
reflections/surface area change), chipping, and defect generation within the glass were not taken
into account in this case, as they would lead to a complicated model with multiple parameters. Still,
the depth and shape resemble the experimental case even after more than a hundred pulses have hit
the surface, and the model shows that the linear increase in crater depth is halted by the increase in
the surface area when the crater becomes deeper, explaining the logaritmic dependency (depth wise)
when multiple pulses impinge on the surface.
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3. Results

The purpose of the experiments was to demonstrate the specific nuances of a micromachining
process involving covering the samples with a water layer, and also to highlight the differences when
the layer is absent. Since micromachining in air [44–47] has been studied for a long time, the process is
well understood and will therefore not be discussed here; however, references to the semi-empirical
model described in Section 2.3 will be made throughout Section 3.

3.1. Micromachining with High-Energy Pulses in Air and with a Water Layer Covering the Sample

As stated above, the micromachining process is more efficient when cutting the samples if the
water layer is present, however, it should be noted that this is true only when cutting thick (>400 µm)
samples. In fact, if the thickness is below a certain value, cutting in ambient air is faster as compared
with cutting in water. When cutting the samples, a number of passes (repetitions/number of pulses)
along the same path are required in order to reach a certain depth. Figure 4 shows how the depth
evolves when the samples are cut with a given set of laser parameters. It is worth noting that the
data in Figure 4 was acquired with an average power of 2 W, which is a departure from the settings
displayed in the other graphs (typically 10 W). This was done because the glass is prone to cracking or
shattering at higher average power settings (only when cutting in air) and a direct comparison between
the two cases is otherwise not possible, however the same tendencies hold. It is worth mentioning that
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for an average laser power of 10 W the absolute levels displayed in the graph are different. However,
given these specific settings, the depth increases faster for ablation in air for the first ~250 µm, and
then slows down from that point, whereas, for the cutting in water the slope of the curve changes at a
slower rate. Ablation in air follows a logarithmic dependence and shows a saturating effect after a
certain depth has been reached. This saturation is caused by the V-shape formation and a resulting
drop in fluence as the area of the surface increases. In fact, cutting through the entire 1-mm thick
sample is impossible when cutting in air. Since the impinging pulses do not produce efficient ablation,
a portion of the energy is still absorbed and manifests as thermal input into the sample. Transparent
materials are brittle, and therefore due to the thermal load and tensile stress emerging around the cut
area, the sample cracks or shatters [48].
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For cutting in water, a logarithmic dependency is still observed, however the saturation in depth
does not occur for the cutting of 1-mm thick samples. Interestingly, from the graph provided in
Figure 4, from a depth of 400 µm to 1 mm, the increase is almost linear for cutting in water. Such a
dependency suggests that for cutting materials in water, the fluence projected onto the walls and bottom
of the groove does not decrease as fast as it does for cutting in air, or is compensated in some way,
i.e., the V-shape formation is not as pronounced or is suppressed due to certain phenomena happening
while the beam is propagating within the water layer. However, if the depth increases semilinearly
it implies that the Gaussian intensity distribution must have been transformed, since the amount of
energy does not increase during micromachining. In addition, the transformed distribution must be
sustained along the propagation direction for at least 600 µm given the studied case. It must be noted,
that such an outcome (depicted in Figure 4) cannot occur if the spatial intensity distribution is Gaussian,
regardless of the beam dimensions, due to the nonzero gradient of the Gaussian intensity distribution.

This departure from the conventional case (ablation in air vs. ablation in water) was understood
by modelling the propagation of a high-intensity beam within a non-linearly absorbing medium (water)
by means of the non-linear modified Schrodinger Equation (2). In this case, the energy of the pulses
was taken as 140 µJ (fluence = 25.4 J/cm2) at 260 fs and from this the peak power exceeds the critical
power for self-focusing (CPSF) by approximately 100-fold. The incident peak power, Pin, in this case
reads 614 MW, the nonlinear index of refraction was taken as 3 × 1016 from the recently published data
in [49]. The CPSF in this case is approximately 4 MW. For the numerical simulations, the intensity
A(r, L, t)2 and energy density distributions were evaluated at different locations along the beam’s
propagation direction L. Our calculations were performed for Pin = 100 PCR in order to speed up the
convergence of the solution with the numerical algorithm used. Accordingly, the input amplitude
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reads as E0 = 100Pcr/
(
2πρ2

0

)
. The beam waist at the input plane (on top of the layer of water) was

taken as 22 µm.
As will be shown later, the transformation of the beam, the rate of energy losses (dE/dZ), and

breakup are largely impacted by the setting of the focal position relative to the surface of the sample
(or layer of water).

Figure 5 shows how the beam propagates within the water layer given a specific focusing case (on
the surface of the sample) and the parameters listed above. However, it is worth pointing out that this
case should be regarded as only one of the possible outcomes illustrating the flattening of the Gaussian
intensity distribution. For a different set of parameters, the relative lengths of the transformation
region of the beam, flat-top/semi flat-top region and beam breakup due to diffraction and self-focusing
may be significantly different. In addition, the transformation of the beam is mostly impacted by the
initial energy of the pulse as well as the material properties (n2 and non-linear losses). Moreover,
the three different regions displayed in Figure 5 are a result of how fast the energy is lost when the beam
enters the non-linear medium (water) and how fast the phase accumulates during propagation. This is
not intuitive to predict since this is a non-linear process and every case needs a separate simulation,
however if the peak power exceeds PCR by less than 10-fold, a multiple filamentation process is
likely due to the initial intensity modulation of the beam, in which case the flat-top–semi flat-top
intensity distribution does not manifest. This case is not beneficial for the micromachining of deep
microchannels. If the peak power is above the stated value, the flattening of the Gaussian distribution
may commence and the higher the pulse energy the faster (propagation distance wise) this happens.
For the 40 PCR, the flat-top/semi flat-top region starts after approximately 400 µm of propagation and is
sustained for another 350–400 µm. For the 200 PCR, we predict that the flat-top–semi flat-top intensity
distribution would manifest approximately after 25–50 µm of propagation and would be sustained by
another 1000 µm.

In the studied case it is important to note that, within a non-linearly absorbing medium,
the Gaussian intensity distribution changes very rapidly and resembles a hyper-Gaussian distribution
only after approximately 25 µm within the medium, while the drop in the intensity is approximately
20%. After approximately 100 µm of propagation, the beam flattens even more and resembles a flat-top
distribution but with the peripheral tails present. It is surprising that from this point up to 550 µm of
propagation this intensity distribution is somewhat sustained, while the losses in intensity are only
50%. After this point, the flat-top intensity distribution breaks up due to diffraction and self-focusing
(this is confirmed via the numerical model). It was also noticed that the self-focusing term is mostly
responsible for the region where the beam breaks up. In addition, it does not decrease the transverse
dimensions of the beam but produces the two peaks near the peripheral region which are visible in
Figure 5 (see intermediate distribution 3). However, it manifests only after approximately 400 µm of
propagation in the case studied, since the phase difference accumulates slowly in the peripheral region
while the beam is propagating. It was noticed, that the diffraction term plays a negligible role in the
transformation of the beam, in fact, if the diffraction term is omitted from Equation (2), the results
shown in Figure 5 do not change. This is reasonable, taking into account the focusing conditions of
the studied case as well as the wavelength. In order for the diffraction term to have an impact on
the results, the propagation distance should be longer by at least an order of magnitude and this is
confirmed via the numerical model.
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As discussed previously, from the micromachining point of view the flat-top/semi flat-top intensity
distribution region is the most interesting for micromachining, since the ablation rate should remain
constant as the region of the zero gradient would not contribute to the self-steepening of the channel
walls, and ultimately would not produce a drop in the fluence on the surface of the sample. From
this simulation, it is deduced that the thickness of the water layer should be set to approximately
100 µm, since that is sufficient to transform the beam to a flat-top distribution. However, due to the
surface tension of the water, water thickness values below 300 µm are difficult to achieve in practice,
though undeniably the lowest values of the water layer should provide the best results in material
removal (cutting).
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Using the semi-empirical model described in Section 2.3 (using Equation (4)) and the intensity
distribution acquired from the results shown in Figure 5, the formation of the craters when a transformed
beam produces ablation on the sample was investigated. Two different cases were investigated. First,
the beam impinges on the surface of the sample having a Gaussian intensity distribution (the full
energy of the pulse is used). Secondly, a transformed semi flat-top beam, which has sustained energy
losses due to non-linear absorption in the water, impinges on the surface of the sample. The results
are displayed in Figure 6. Here, the case is confirmed that the Gaussian intensity distribution (which
has more energy as compared with the semi flat-top intensity distribution) produces deeper craters at
first, however due to the changing shape of the crater, the energy density within the impingement
zone drops due to the increase of the surface area, and the ablation rate slows down. The change in
the energy density (fluence) after consecutive pulses is illustrated in Figure 6. For the semi flat-top
intensity distribution, the ablation rate is lower at first as compared with the Gaussian case, since
the beam experienced losses of 25% within the water layer. However, due to the differences in the
gradient (Gaussian vs. semi flat-top) the semi flat-top intensity distribution does not converge to a
V-shape as fast as it does in the Gaussian case. Therefore, from the depth vs. number of pulses plot
(see Figure 6e) it is observed that initially the Gaussian pulses produce deeper craters, but ultimately
the depth becomes larger in the semi flat-top case, and the two curves cross each other, which agrees
well with the experimental data shown in the right side (b) of Figure 4. Note, that the intensity
distribution was chosen somewhat arbitrarily between points two and three (see right side of Figure 5),
since this is the part that produces the micromachined channels in the real experiments. The authors
would like to point out that these numerical simulations should be considered as qualitative and
not quantitative representations of the occurring phenomena. From the data provided in Figure 5,
it is known that within the water layer the intensity distribution is constantly changing as the beam
propagates deeper within the water, and as the crater forms it is also filled with a mixture of water
and vapor. In order to portray a real scenario, a change of the intensity distribution should also be
considered. In addition, it is known [50] that under similar experimental conditions the cavitation
bubbles that emerge due to the absorption of light do not escape the impingement zone for as long as
100 µs, which means that the subsequent pulses hit a modified layer of water resembling a mixture of
water and vapor. The mixture of water and vapor has different dielectric and non-linear absorption
properties, as well as a different non-linear refractive index (n2), and furthermore, it produces scattering
of the light. The stated properties of such a modified layer remain unknown, as they are difficult to
probe experimentally due to the transient dynamics of the cavitation zone. Numerical simulations of
the formation of the cavitation zone and its evolution within a constrained space requires dealing with
complicated fluid dynamics, and such numerical simulations lie far beyond the scope of this study.
However, even omitting the previously stated phenomena, similarities between the experimental
and numerical curves are present, which suggests that the main driving factor when ablating with
femtosecond pulses in water is the non-linear absorption-induced transformation of Gaussian intensity
distribution. It is believed that, as the water transforms into vapor, the non-linear losses decrease as
it becomes an intermediate state between air and water. Such a process is beneficial since the actual
crater is sometimes >1 mm deep in real-world applications. By observing (see Figure 7) the deep
craters produced when ablating in ambient air and with a layer of water present, it is clearly seen
that, for ablation in air the craters exhibit a sharp apex at the very bottom, whereas, the bottom looks
blunt for ablation in water, axiomatically proving that the surface area is lower in this case, whereas,
the depth is similar.
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Figure 7. Craters produced when ablating in air and when the samples are covered with a water layer.
A different number of scans is required to reach a specific depth, one can estimate this number for both
cases of cutting in air and in water in Figure 4. The images were acquired with an optical microscope in
transmission mode.

3.2. Impact of Focal Position when Cutting the Samples in Air and While Covered with a Water Layer

We observed that, for cutting in water, the position of the focal point relative to the surface of
the sample exhibits an unusual departure from the conventional case of focusing the pulses in air.
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Fabrication efficiency is highest when the focal position is shifted below the surface of the sample and
remains constant for a specific range of the focal position setting (in our studied range of parameters
this was approximately 1 mm). It is worth mentioning that, given our focusing conditions, the Rayleigh
range is approximately 1.1 mm which is larger than the thickness of the sample. In the graph presented
in Figure 8 two different cases of cutting in air and in water are presented. The cutting rate is defined
as an average cutting throughput for 1-mm thick, soda-lime glass samples at different focal position
settings. For cutting in air, the cutting throughput is approximately the same within the Rayleigh
range regardless of which direction (up or down) the focus is shifted. The graph peaks at the focal
position as is expected and drops going in both directions, since the fluence scales as the square of
the diameter of the beam and the diameter has the lowest value at this point. It should be mentioned
that through-cuts (in 1-mm thick samples) were not produced for the cutting in air and the graph
represents a dependency when 400 µm deep trenches were ablated. The cutting speed absolute values
are valid only for the cutting in water; therefore, the curve that represents cutting in air should only be
taken as a reference for the shape.
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For cutting in water, a peak exceeding the error values was not observed. Instead, the cutting
rate is somewhat constant, in the range from 1.5 mm to 0.5 mm below the surface of the sample, and
afterwards it starts to drop. The ideal point for cutting would be to set the focus at approximately
0.75–1 mm below the surface of the sample. Interestingly, the cutting rate is lower by approximately
20% if the focal position is set at the surface of the sample (the ideal case when focusing in air). Shifting
the focal position upwards even further results in a steep drop in cutting rate which ultimately becomes
zero (meaning that it is impossible to produce a through-cut regardless of how long the fabrication is
carried out) if the focal position is shifted 1 mm above the surface of the sample. It is worth mentioning
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that the focus positions are understood as the geometrical position relative to the surface plane, and
the refraction of the beam passing through two materials having different refractive indices (water and
glass) was not taken into consideration since the focusing was carried out with a long focal length
(low NA) lens and the angle at which the beam hits the surface is near perpendicular. The asymmetry
when translating the focal position in both directions relative to the surface of the sample cannot be
explained in the conventional case. It is a result of the non-linear propagation of the beam within the
water layer and its transformation from a Gaussian distribution, as described previously.

When the beam is focused precisely at the surface of the sample, the beam undergoes the
transformation process from Gaussian to semi flat-top, however this happens at the cost of energy
losses at the central part of the beam, as described previously. When modelling this scenario, it was
noticed that in this case the beam exhibits the largest losses in the central part of the beam as compared
with the other cases, and although this does produce ablation, a more efficient setting can be found.

When the focal position is set above the water, the energy losses are not as great as compared with
the previous case, however the beam still expands because of the initial curvature of the wavefront
present as a result of focusing with the lens. Therefore, the beam arrives at the surface having a larger
radius, and the ablation process is slower as compared with the third case of focusing due to the
lower intensity.

When the geometrical focal position is set below the surface of the sample, due to the larger
radius of the beam travelling through the water layer, energy losses are not as great as compared with
the first case, however the radius of the beam decreases because of the curved wavefront due to the
lens focusing. In this case, the energy losses are lower as compared with the first case of focusing,
whereas, the diameter of the beam at the surface is lower than the second case of focusing. In addition,
the minimal radius is achieved at a certain depth of the sample. This balance between the differences
of the radius and non-linear losses produces the flat plateau seen in Figure 8 with no clear maximum.

It is worth mentioning that, even though the best results (in terms of micromachining throughput)
are obtained when the focal position is set 0.75 mm below the surface of the sample, since the beam
is slightly defocused at the surface a larger crater (~80 µm), by approximately 30%, is produced as
compared with a setting at position 0. The formation of the craters (as described in Figure 6) is not
impacted by the defocusing and the same V-shape craters are created when focusing in air, whereas,
the craters with a blunt apex are created when focusing in water.

3.3. Impact of Repetition Rate (Pulse Energy) for Different Thickness Settings of the Water Layer

The process is significantly impacted by the repetition rate of the laser (pulse energy) while
keeping the same average power (10 W), as well as by the thickness of the water layer that is set.
Figure 9 shows how the cutting speed varies when changing the repetition rate of the laser and when
the thickness of the water layer is varied. On the basis of the considerations provided above with
respect to the propagation of the beam when a layer of water is present above the sample, the outcomes
when changing these parameters are not as intuitive as they are for ablation in air. It has already
been demonstrated for high-energy pulses (>100 µJ, 18 J/cm2) that efficient cutting of the material is
possible due to the transformation of the Gaussian intensity distribution. However, it is also evident
that after a certain propagation distance, the beam breaks up and the intensity distribution resembles a
complicated function with several peaks. The gradient of such a distribution has large absolute values,
and overall this case is not suited for material removal since the energy density drops rapidly near the
ablation threshold due to the change in the surface area. As shown in Figure 9, for the lowest repetition
rate and thickness of the water-layer settings, the cutting rate is always highest and follows a quadratic
drop when the repetition rate is increased. However, when changing from the minimum (0.3 mm) to
the maximum (1.5 mm) setting of the water depth, the result changes several fold for the low-repetition
rate setting and by a few orders of magnitude for the high-repetition rate setting. It appears that
there is a linear interaction [51,52] between these two parameters, i.e., the result (cutting speed) scales
as the linear product of the two parameters times a constant. By taking the derivative of the result
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(cutting speed) over the repetition rate for the three different cases of water, we see that the angle of the
derivative increases, confirming that a linear interaction is present (see inset of Figure 9). This shows
that the overall process is sensitive to variations in the thickness of the water layer and this sensitivity
is dependent on the repetition rate. For the other micromachining parameters listed here, an analogous
interaction was not detected. From an engineering point of view, the thickness of the water layer is the
most difficult parameter to control since the wettability of the sample plays a part when adjusting the
thickness. If the sample exhibits poor wettability due to surface contamination, droplets may form
instead of a smooth even surface. Overall it is concluded that the process of micromachining when a
water layer is present above the samples is practical only for the high-energy (>100 µJ, 18 J/cm2) pulses
(low repetition rate). To explain the interaction between the parameters, the propagation of the beam
through 1.5 mm of water was simulated for three different energy settings (for consistency this will be
displayed as the ratio P/PCR).
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when a layer of water of different thickness is placed above the samples. The average power is constant
at 10 W for all cases.

The result is described in Figure 10. For the 100 PCR, the situation is the same as described
previously, i.e., the beam transforms to a semi flat-top distribution after less than 100 µm of propagation
and retains this shape for another 800 µm of propagation. For the 33 PCR, the energy losses are not
as rapid, and therefore the transformation of the Gaussian distribution to a near flat-top distribution
occurs after approximately 500 µm of propagation. However, this shape is retained for only another
300 µm of propagation. This occurs because the beam has propagated for a relatively long distance
while still having a Gaussian distribution (and non-zero gradient) and the phase accumulation due to
the self-focusing term becomes significant enough to break up the beam relatively quickly after the
semi flat-top distribution has manifested. For the 66 PCR, it is an intermediate case between the two
stated situations.
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0 µm corresponds to the air-water interface.

It is concluded that if the thickness of the water layer is below 0.5 mm, the low-energy case is to
some extent usable for cutting, however due to the breakup of the beam the ablation process becomes
inefficient, thus explaining the results of Figure 9.

3.4. Impact of Beam Translation Rate along the Surface of the Sample When Cutting in Water

It was noticed that the rate at which the beam is scanned multiple times along the surface impacts
the results as well, and a maximum is present at a specific scanning speed setting. This is illustrated in
Figure 11. It is observed that the optimal conditions for cutting are from approximately 75 mm/s to
150 mm/s (for the scanning speed setting).
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It is our belief that at a specific scanning speed setting a kind of optimal transformation of the
water layer to a water-vapor state takes place so that the coefficient of non-linear losses and n2 are lower
than in the case of water, although they are still significant enough that the flat-top–semi flat-top beam
transformation is still possible. Such a case is to some extent visible when using the shadowgraphic
setup and imaging the water and glass interface while the beam is being scanned. When scanning the
beam at lower translation speeds (<50 mm/s), the water layer appears almost absent. For low scanning
speeds, the pulse-to-pulse overlap is high, and as a portion of the energy is absorbed, the water layer is
evaporated faster than it is replenished from the surrounding regions; in this case, the ablation process
is similar to ablation in air and the process overall is less efficient as compared with other settings.
The profile images of the grooves in this case strongly resemble the conventional V-shapes.
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If the scanning speed is high (yellow region in Figure 11), the top portion of the water layer
appears transformed, however, since the overlap is low in this case, each subsequent pulse needs
to propagate though an unmodified layer of water, in which case it loses a significant portion of its
energy until the photons arrive at the water-glass interface. Although this case is more efficient than
the conventional case of ablation in air, as described in Section 3.1, apparently an even more efficient
case is present when the water layer is fully transformed into a water-vapor state. This is represented
by the green region in Figure 11. The volume through which the beam propagates appears dark with
some reflections emerging from it. Most likely, this volume is a combination of water and vapor with a
lower coefficient of non-linear losses (and different n2). However, experimental confirmation of that
being the case is beyond the scope of this study for several reasons. With the use of light-probing
techniques, only the integrated projection of the three-dimensional volume region is acquired, since the
actual distribution of the water and vapor species are unknown and reconstruction of the object is not
possible. The beam is constantly moving and probing is possible only in a narrow time window (since
the probing equipment is stationary), which would make the experiments extend over a long period of
time, as the samples would need to be relocated in order for ablation to occur at a new location every
time. The region of interest produces the large scattering loss, therefore, sheet microscopy probing is
not an option. It may be possible to image such a transient object (the transformed water and vapor
region) using time-resolved tomography techniques (Optical coherence tomography OCT [53] may be
a likely candidate), however this is a topic for future research. Since the ablation rate is highest in this
case and the ablated channels also exhibit a blunt apex, as described previously, it is believed that the
transformation of the Gaussian shape going through a medium with lower (as compared to water)
non-linear losses is the main reason behind the shape of the curve depicted in Figure 11. It is known
that the coefficient of nonlinear losses, as well as n2, are lower for water vapor [49,54,55], however
that depends on various conditions of the water vapor. By taking a three-times lower coefficient of
non-linear losses and a 10-times lower coefficient for n2 (a possible scenario for the transformed water
layer), the propagation of the beam through the modified medium was studied numerically. The choice
of how much these coefficients were lowered remains somewhat arbitrary, since the concentration,
as well as the constituent species within the transformed region remain unknown. It is likely, that much
lower values are achieved in the experimental case. In order to qualitatively demonstrate the result of
beam propagation, these settings yield an adequate representation. The results are shown in Figure 12.
The left side (a) of the image shows the beam as it propagates through water. This was described
previously, and will not be discussed in order to avoid redundancy. The right side (b) shows the beam as
it propagate through a modified layer. The most important consideration is that a semi flat-top intensity
formation still occurs, whereas, the beam loses energy at a slower rate. In addition, when the beam
passes through 1.5 mm of the medium, breakup of the beam was not observed. Since self-focusing still
occurs, only the two protrusions around the corners of the distribution are present. This demonstrates
that, indeed, lower non-linear losses and n2 are favorable for thick material processing, since a similar
(as compared to water) semi-flat distribution is achieved and is sustained for a longer distance. It is
our belief that this is the main reason for the peak of the cutting speed graph shown in Figure 11.
In fact, the deepest crater that we were able to experimentally micromachine in glass reached 8 mm,
suggesting that while micromachining is carried out and the crater becomes deeper, the properties of
the modified layer also change, which ultimately lead to a severe prolongation of the semi flat-top
intensity distribution and enable macroscale micromachining in the Z coordinate while the dimensions
in the transverse direction remain in the microscale.
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4. Conclusions

In this study, a micromachining process was investigated where soda-lime glass samples are
covered with a layer of water and high-energy femtosecond pulses (>100 µJ, 18 J/cm2) are focused on
the surface. The acquired data, in terms of micromachining throughput and shape of the provided
craters, were compared with the conventional case of focusing the laser pulses in air. In addition,
a theoretical basis is provided in order to numerically simulate the propagation of the femtosecond
pulses through the non-linear medium, as well as for the formation of ablation craters. By studying the
shape of the ablation craters produced, it was noticed in both cases that the craters produced while
focusing femtosecond pulses in air exhibit a sharp apex near the bottom, while the craters produced in
water appear blunt with steeper sidewalls. By numerically simulating the propagation of the beam and
the formation of ablation craters we were able to show that this result is due to the transformation of
the beam to a semi flat-top intensity distribution, which is maintained approximately throughout the
thickness (1 mm) of the sample. As a consequence of the near flat-top distribution, the micromachining
throughput overall is significantly higher when cutting the thick, practically macroscale samples. Since
the energy density does not drop as fast due to the increase in the surface area while the depth of the
crater increases, efficient ablation occurs at various depths of the sample, whereas, for the conventional
case of focusing in air the ablation efficiency drops rapidly once a certain crater depth is reached inside
the sample due to the increase in the surface area. In addition, we provide insights as to why there
are different results while varying the micromachining parameters such as: focal position, repetition
rate (pulse energy), and beam translation speed (when performing vector cutting). Interestingly,
we find that that such a process is mostly usable with high energy pulses (>100 µJ, 18 J/cm2) due to the
properties of the materials that are responsible for the intensity transformation process of the beam.
In addition, due to the diffraction of light, such a process is not likely to perform well when focusing
the beam within a water layer using sharper focusing optics (f < 5 cm).
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