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Featured Application: The paper provides a new method to consider the synchronization between
two neurons, which can be used to analyze other coupled oscillators.

Abstract: In this paper, the energy method is employed to analytically investigate the influence of
time delay in signal transmission on synchronization between two coupled FitzHugh-Nagumo (FHN)
neurons. Unlike pre-existing methods that deal with synchronization problems, our major idea is to
consider the change rate of the energy of the synchronization error system, since the original system’s
synchronization is equivalent to the disappearance of the energy of the error system. In rewriting
the original coupled system in the corresponding energy coordinates based on the energy method,
we find that the change rate of energy of the error system can be divided into two parts (periodic
and non-periodic). The synchronization criterion for the original system can then be obtained by
letting the non-periodic part of the change rate of the energy be less than zero. The correctness of
the analysis is illustrated with numerical simulations. Our analytical results show that time delay in
signal transmission has very significant effects on the synchronization between two FHN neurons.
If the time delay in signal transmission is not taken into account in the two coupled FHN neurons,
synchronous spikes cannot be achieved in the system for any given coupling strength. By adjusting
the value of the time delay in signal transmission, the neural system can freely switch between neural
rest and synchronous spikes. This means that time delay in signal transmission is crucial for the
occurrence of synchronous spikes in the FHN neural system, which contributes to our understanding
of the interaction between neurons. We analytically show the influence of the time delay on the
synchronization between two FHN neurons, which was seldom considered by other researchers.

Keywords: FHN neuron; synchronization; time delay; energy method

1. Introduction

Neural systems have received much interest over the last few years due to the great significance
of technological and scientific fields. The neural system is composed of a large number of neurons,
which are considered as basic units. However, a realistic neuron is too complex to be modeled using
precise dynamical equations. For simplicity, the four variable Hodgkin–Huxley (HH) equation and its
modified versions [1,2] are usually used to construct neural networks. The FitzHugh–Nagumo (FHN)
model [3], with cubic nonlinearity is a simplified model of the HH equation as it extracts excitability
of the behavior dynamics, which can exhibit hard oscillations, separatrix loops, as well as cause
bifurcation of equilibria and limit cycles [4]. The FHN-like systems are of fundamental importance in
the description of the qualitative nature of nerve impulse propagation and neural activity. In recent
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years, the FHN model was commonly used to investigate neural behavior by applying nonlinear
dynamical theory [5–7].

On the other hand, considerable time delays are ubiquitous in all biological processes.
For connected neurons, time delay occurs in the propagation of action potentials along the axon and in
the transmission of signals across the synapse. The speed of signal transmission through unmyelinated
axonal fibers is in the order of 1 m/s, which results in the existence of time delays of up to 80 m/s
for propagation through the cortical network [8,9]. The interaction delay between the oscillators can
even be as large as the oscillation period [10]. Thus, time delay is inevitable in signal transmission for
real neurons. Furthermore, it has been found that time delays play an important role in the system
dynamics and cannot be ignored in the modeling [11–15]. Coupled FHN neurons with time-delays
were investigated for bifurcation [16–19]. The coupled FHN neurons had Gaussian noise and a time
delay added to study the stochastic resonance phenomenon [20].

Synchronization is a common and crucial phenomenon in neural systems, which can help to
understand the mutual interactions of coupled neurons and to obtain a consensus and phase locking
among the corresponding states [21–25]. In many regions of the brain, synchronization activity has been
observed and is considered as a correlate of behavior and cognition [26]. To understand information
processing in the brain, complex dynamics and synchronization of oscillatory phenomena have been
studied [27,28]. The synchronization conditions of coupling strength, the influence of noise and the
effects of parameter mismatch have also been studied [29–31].

Many methods have been proposed to investigate the dynamical system synchronization and
to obtain some synchronization conditions. The Lyapunov function technology is very commonly
adopted to tackle synchronization problems with or without time delays. However, it is very difficult
to find an appropriate Lyapunov function for nonlinear systems, especially for highly nonlinear
systems with multiple delays. There is still no general approach for constructing a proper Lyapunov
function. Furthermore, the synchronization conditions derived by using the Lyapunov approach are
usually sufficient and highly conserved. In addition, the approach seems to be infeasible for systems
with multiple components of different types [32]. For delay differential systems, the synchronization
conditions based on the Lyapunov function approach are typically delay-independent, where the
synchronization system often reduces to the situation system so that every solution converges
asymptotically to a unique synchronous equilibrium point [33]. Pecora and Carroll [34] proposed the
famous master stability function (MSF) method to discuss the local stability of the synchronization
manifold. However, the stability analysis in the MSF method still requires the numerical calculation
of the conditional Lyapunov exponents. This problem is also met in the matrix measure approach
proposed by Chen [35]. Lu and Chen [36] analytically obtained the synchronization conditions by
calculating the distance between trajectories and the synchronization manifold. Their synchronization
conditions require knowledge of the synchronization trajectory, which is usually unknown before
solving the system. As mentioned above, a shortcoming in the methods presented is the difficulty
to analytically derive synchronization conditions for dynamical systems, especially for the delay
differential systems. The influence of delay on synchronization conditions has seldom been analytically
treated in previous research.

In this paper, we analytically investigate the effects of time delay in signal transmission on
synchronization between two coupled FHN neurons. It is easy to understand that synchronization
between two neurons will be achieved when the energy of the synchronization error system derived
from the original neural system disappears. To study the change of the energy of the error system,
we first rewrite the original neural system in its corresponding energy coordinates according to the
energy method proposed [37]. Then, we calculate the rate of change of the energy of the error system
to judge whether the energy disappears. The disappearance of energy of the error system requires for
the rate of the change of the energy to be less than zero. In this way, we derive the synchronization
conditions for two coupled FHN neurons without and with delay, respectively. Therefore, we can
analytically estimate the influence of time delay on the synchronization conditions and study how the
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time delay affects the synchronous dynamics of the FHN neural system. We show that whether or not
synchronization occurs between two FHN neurons, it is entirely dependent on the value of the time
delay in signal transmission between two neurons. If the time delay is ignored, synchronization does
not appear for any given coupling strength.

The rest of the paper is organized as follows. In Section 2, the synchronization between two
coupled FHN neurons without time delay is investigated by using the energy method. In this case,
a stability analysis is completed in order to prove that synchronous spikes do not occur, the correctness
of which is demonstrated by numerical simulations. In Section 3, the influence of the time delay on
synchronization conditions and synchronous dynamics are discussed analytically and numerically.
Conclusions are drawn in Section 4.

2. Synchronization of Two Coupled FHN Neurons without Time Delay

A single FHN neuron [38] is modeled in this paper by the following equation:

.
u1 = −u1(u1 − 1)(u1 − a) − u2,
.
u2 = b(u1 − γu2).

(1)

The FHN system describes the generation of the nerve impulse in a squid as well as its propagation
along the giant axon. Here u1 represents the potential difference at time t across the membrane of
the axon and u2 is a recovery current caused by all ion flows. According to experiments [1], for the
space clamp segment of the axon it is required that 0 < a < 0.5, b, γ > 0 in Equation (1). Furthermore,
from biophysical considerations, it is rational to let 1/γ− (1− a + a2)/3 > 0, (1− a + a2)/3− bγ > 0.

We consider the coupled FHN neural system as:

.
u1 = −u1(u1 − 1)(u1 − a) − u2 + c(u1 − u3),
.
u2 = b(u1 − γu2),
.
u3 = −u3(u3 − 1)(u3 − a) − u4 + c(u3 − u1),
.
u4 = b(u3 − γu4),

(2)

where c is the coupling strength. It is said that the two FHN neurons are synchronized if:

lim
t→∞

(u1 − u3) = 0 , lim
t→∞

(u2 − u4) = 0 .

For the first and third equations in Equation (2), taking derivative with respect to time t on both
sides yields:

..
u1 = [−3u2

1 + 2(a + 1)u1 − a + c]
.
u1 −

.
u2 − c

.
u3,

..
u3 = [−3u2

3 + 2(a + 1)u3 − a + c]
.
u3 −

.
u4 − c

.
u1.

Substituting the second and forth equations in Equation (2) into the above two equations,
respectively, we are able to eliminate the variables u2 and u4 in Equation (2), which become:

..
u1 + (3u2

1 + α1u1 + α2)
.
u1 + α3u3

1 + α4u2
1 + α5u1 + α6u3 + c

.
u3 = 0,

..
u3 + (3u2

3 + α1u1 + α2)
.
u3 + α3u3

3 + α4u2
3 + α5u3 + α6u1 + c

.
u1 = 0,

(3)

where α1 = −2(a + 1), α2 = bγ+ a− c, α3 = bγ, α4 = −(a + 1)bγ, α5 = b[(a− c)γ+ 1], α6 = bcγ.
Therefore, we only need to consider the condition lim

t→∞
(u1 − u3) = 0 in system (3). By letting:

e1 =
u1 − u3

2
, e2 =

u1 + u3

2
,
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Equation (3) can be written as:

..
e1 + [3(e2

1 + e2
2) + α1e2 + α2 − c]

.
e1 + (6e2 + α1)e1

.
e2 + α3e3

1 + (3α3e2
2 + 2α4e2 + α5 − α6)e1 = 0

..
e2 + [3(e2

1 + e2
2) + α1e2 + α2 + c]

.
e2 + (6e2 + α1)e1

.
e1 + α3e3

2 + (3α3e2
1 + α5 + α6)e2 + α4(e2

1 + e2
2) = 0.

(4)

Clearly, e1 represents the difference between u1 and u3. When e1 → 0 , that is when e1 approaches
0, Equation (2) will achieve the synchronization state. Furthermore, we use the energy method [37] to
investigate the evolution tendency of e1. We firstly denote four functions:

g1(e1) = α3e3
1,

g2(e2) = α3e3
2 + (α5 + α6)e2,

f1(e,
.
e) = [3(e2

1 + e2
2) + α1e2 + α2 − c]

.
e1 + (6e2 + α1)e1

.
e2

+(3α3e2
2 + 2α4e2 + α5 − α6)e1 ,

f2(e,
.
e) = [3(e2

1 + e2
2) + α1e2 + α2 + c]

.
e2 + (6e2 + α1)e1

.
e1

+3α3e2
1e2 + α4(e2

1 + e2
2) .

By considering the physical meanings of parameters α3,5,6, it is easy to check that:

e1g1(e1)e1,0 = α3e4
1 > 0,

e2g2(e2)e2,0 = α3e4
2 + (α5 + α6)e2

2 > 0.

On the other hand, the two variables u1 and u3 in system (3) represent membrane voltage
difference, which are obviously bound in the real world. Correspondingly, e1 and e2 are bound.
Therefore, the energy method [37] can be applied to Equation (4).

According to the energy method, we can observe that Equation (4) describes the movements of
two oscillators. e1 and e2 represent the positions of two oscillators, respectively. e1 → 0 means that
the mechanical energy of the corresponding oscillator finally disappears. This implies that we can
judge whether e1 → 0 by analyzing the variation of mechanical energy of the oscillator. We denote
the potential and mechanical energy of two oscillators in Equation (4) by Vi(ei) and Ei(ei,

.
ei), i = 1, 2,

respectively, which can be written as:

V1(e1) =
∫ e1

0 (α3e3
1)de1 = 1

4α3e4
1,

V2(e2) =
∫ e2

0 [α3e3
2 + (α5 + α6)e2]de2 = 1

4α3e4
2 +

1
2 (α5 + α6)e2

2,
Ei(ei,

.
ei) = Vi(ei) +

1
2

.
ei, i = 1, 2.

Since Vi(ei), i = 1, 2, are even functions, the energy coordinate system corresponding to Equation (4)
is obtained by the following transformation:

ei = ai cos(θi), (i = 1, 2),
.
e1 = −

√
2(V1(a1) −V1(a1 cos(θ1))) = ±

a2
1
√
α3

4

√
5− cos(4θ1) − 4 cos(2θ1),

.
e2 = −

√
2(V2(a2) −V2(a2 cos(θ2)))

= ± a2
4

√
5α3a2

2 + 8(α5 + α6) − α3a2
2 cos(4θ2) − 4[α3a2

2 + 2(α5 + α6)] cos(2θ2).

(5)

Neglecting the terms higher than second-order, the last two equations in Equation (5) can be
written approximately as:

.
e1 = −A1(1− 1

10 cos(4θ1) −
2
5 cos(2θ1)),

.
e2 = −A2(1−A3 cos(4θ2) −A4 cos(2θ2)),

(6)
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where

A1 =
√

5α3a2
1

4 > 0, A2 =

√
5α3a2

2+8(α5+α6)a2

4 > 0,

0 < A3 =
α3a2

2
2(5α3a2

2+8(α5+α6))
< 1

2 , 0 < A4 =
2(α3a2

2+2(α5+α6))

5α3a2
2+8(α5+α6)

< 1
2 .

From Equations (4) and (5), we have:

dE1
dt = − f1(e,

.
e)

.
e1 = B1 + B2 cos(θ1) + B3 cos(2θ1) + B4 cos(θ2)

+B5 cos(2θ2) + B6 cos(θ1 − θ2) + B7 cos(2θ1 − 2θ2) + H(θ1,θ2),
(7)

where
B1 = (−

651a2
2

400 −
423a2

1
400 + 217c

200 −
217α2

200 )A2
1,

B2 = 2
5 (3α3a2

2 − 2A2α1 − 2α6 + 2α5)a1A1,

B3 = (− 19c
25 + 19α2

25 −
159a2

1
400 +

57a2
2

50 )A2
1,

B4 = − 217
200 A2

1α1a2, B5 = − 651
400 A2

1a2
2,

B6 = 2
5 (2α4 − 6A2 + 3A2A4)a2a1A1, B7 = 57

100 A2
1a2

2,

and H(θ1,θ2) represents the rest of the periodic functions of θ1,2. Obviously, e1 → 0 holds when
E1 → 0 . To make E1 → 0 , a non-periodic term in dE1/dt, it should be less than zero, which means
B1 < 0 holds. Since α2

i ≥ 0, i = 1, 2, c− α2 < 0, it leads to the synchronization condition:

c <
1
2
(a + bγ) <

1
6
(1 + a)2. (8)

Next, we prove that synchronous spikes do not occur in Equation (2) under Equation (8) by
analyzing the stability of the origin of Equation (2). Linearizing Equation (2) around its origin yields:

dU
dt

= DU, (9)

in which U = [u1,u2,u3,u4]
T and:

D =

[
D1 D2

D2 D1

]
,

where

D1 =

[
c− a −1

b −bγ

]
, D2 =

[
−c 0
0 0

]
. (10)

The matrix D can be diagonalized as: [
D1 O
O D3

]
,

where O is a 2 × 2 zero matrix and D3 = D1 −D2D−1
1 D2. The eigenvalues of matrix D consist of

eigenvalues of matrixes D1 and D3. All eigenvalues of matrix D have negative real parts if and only if:

c < a + bγ < (1+a)2

3 , c < a + 1
γ <

(1+a)2

3 ,
(aγ+1)(bγ+a)−c(bγ2+2aγ+1)

(a−c)γ+1 > 0,
b(aγ+1)[(a−2c)γ+1]

(a−c)γ+1 > 0.

(11)

Recalling the parameter ranges defined in Equation (1), it is easy to check that all inequations
in (11) hold if Equation (8) is satisfied. Therefore, the origin of Equation (2) is asymptotically stable,
corresponding to the neural rest, if Equation (8) holds. This means that for any given coupling,
strength c synchronous spikes in Equation (1) do not occur. To demonstrate the validity of the



Appl. Sci. 2019, 9, 2159 6 of 15

synchronization Equation (8), we carry out some numerical simulations for Equation (2) with a = 0.1,
b = 0.08, γ = 3. The initial conditions are given by u1(0) = 0.01, u2(0) = 0, u3(0) = 0.02, u4(0) = 0.01.
From Equation (8), the synchronization condition by the energy method can be written as c < 0.17.
We separately take c = 0.16 and c = 0.18 to carry out the numerical simulations for Equation (2),
the results of which are illustrated in Figures 1 and 3, respectively. Numerical simulations demonstrate
the correctness of the theoretical analysis in this section. Moreover, our criterion obtained by calculating
the rate of change of the energy of the error system is necessary and sufficient.
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Figure 3. Dynamics of Equation (2) with a = 0.1, b = 0.08, γ = 3, c = 0.18. The initial conditions are
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Remark 1. In this section, we employ the energy method to analyze the synchronization between two coupled
FHN neurons without time delay in signal transmission (Equation (2)). By considering the change rate of energy
difference between the two neurons, we analytically derive the synchronization condition in the case of no time
delay. The stability analysis for Equation (2) shows that if the time delay of signal transmission is ignored,
the two neurons can only maintain neural rest when synchronization is achieved between them.

3. Two Coupled FHN Neural Systems with Time Delay

In this section, in order to consider the effects of time delay in signal transmission between two
neurons, we modify Equation (2) into:

.
u1 = −u1(u1 − 1)(u1 − a) − u2 + c(u1 − u3(t− τ1)),
.
u2 = b(u1 − γu2),
.
u3 = −u3(u3 − 1)(u3 − a) − u4 + c(u3 − u1(t− τ2)),
.
u4 = b(u3 − γu4),

(12)

where τ1(τ2) represents the time delay in signal transmission from u3(u1) to u1(u3) and other parameters
remain the same as that in Equation (2). In this paper, we place emphasis on presenting the influence
of time delay in signal transmission between two neurons on synchronization conditions. We take
τ1 = τ2 = τ in Equation (12) to simplify the synchronization analysis. Similar to that of Equation (2),
synchronization in Equation (12) is said to be achieved if:

lim
t→∞

(u1 − u3) = 0 , lim
t→∞

(u2 − u4) = 0 .

Substituting:

e1 =
u1 − u3

2
, e2 =

u1 + u3

2
, e3 =

u2 − u4

2
, e4 =

u2 + u4

2
,
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into Equation (12) leads to:

.
e1 = −e3

1 + [−3e2
2 + 2(a + 1)e2 + c− a]e1 + ce1(t− τ) − e3,

.
e3 = b(e1 − γe3),
.
e2 = −e3

2 + (1 + a)(e2
1 + e2

2) − (3e2
1 + a− c)e2 − ce2(t− τ) − e4,

.
e4 = b(e2 − γe4).

(13)

By eliminating e3 and e4, Equation (13) becomes:

..
e1 + [3(e2

1 + e2
2) + α1e2 + α2]

.
e1 + (6e2 + α1)e1

.
e2 + α3e3

1
+ (3α3e2

2 + 2α4e2 + α5)e1 − α6e1(t− τ) − c
.
e1(t− τ) = 0,

..
e2 + [3(e2

1 + e2
2) + α1e2 + α2]

.
e2 + (6e2 + α1)e1

.
e2 + α3e3

2
+ (3α3e2

1 + α5)e2 + α4(e2
1 + e2

2) + α6e2(t− τ) + c
.
e2(t− τ) = 0,

(14)

where α1,2,3,4,5,6, have been defined in Equation (3). We successfully applied the energy method to
calculate periodic solutions of a delay differential equation [39], which involved the computations of the
mechanical energy of oscillators. This illustrated that although the solution space of a delay differential
system has infinite dimensions, approximate calculations of mechanical energy of oscillators are still
feasible based on the energy method. Thus, we can use the energy method to analyze the mechanical
energy variation of e1 in Equation (14). To this end, we redefine the following functions:

g1(e1) = α3e3
1, g2(e2) = α3e3

2,
f1
(
e,

.
e, e(t− τ),

.
e(t− τ)

)
=

[
3
(
e2

1 + e2
2

)
+ α1e2 + α2

] .
e1 + (6e2 + α1)e1

.
e2

+
(
3α3e2

2 + 2α4e2 + α5
)
e1 − α6e1(t− τ) − c

.
e1(t− τ),

f2
(
e,

.
e, e(t− τ),

.
e(t− τ)

)
=

[
3
(
e2

1 + e2
2

)
+ α1e2 + α2

] .
e2 + (6e2 + α1)e1

.
e1

+
(
3α3e2

1 + α5
)
e1 + α4

(
e2

1 + e2
2

)
+ α6e2(t− τ) + c

.
e2(t− τ).

The potential and mechanical energy of Equation (14) can be expressed by:

V1(e1) =
∫ e1

0 (α3)e3
1de1 = 1

4α3e4
1,

V2(e2) =
∫ e2

0 (α3)e3
2de2 = 1

4α3e4
2,

E(e,
.
e) = V(e) + 1

2
.
e.

We define the transformation between Equation (14) and its energy coordinate (E,θ) as:

ei = ai cos(θi), i = 1, 2,
.
e1 = −C1(1− 1

10 cos(4θ1) −
2
5 cos(2θ1)),

.
e2 = −C2(1− 1

10 cos(4θ2) −
2
5 cos(2θ2)),

(15)

where

C1 =

√
5α3a2

1

4
, C2 =

√
5α3a2

2

4
, (16)

Employing the energy method, we have:

dE1
dt = − f1(e1,

.
e1, e1(t− τ),

.
e1(t− τ))

.
e1

= [(3(e2
1 + e2

2) + α1e2 + α2)
.
e1 + (6e2 + α1)e1

.
e2

+(3α3e2
2 + 2α4e2 + α5)e1 − α6e1(t− τ) − c

.
e1(t− τ)]

.
e1.

(17)

Consider θ1 and θ2 have the following forms:

θ1 = ωt + ϕ1,
θ2 = ωt + ϕ2,

(18)
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where ω ≥ 0, which will be determined later. Substituting Equations (15) and (18) into Equation (17),
we have:

dE1
dt = −

423a2
1+651a2

2
400 + c[1 + 2 cos(2ωτ)

25 +
cos(4ωτ)

200 ] − 217
200 (bγ+ a− c)

+Cosine terms.
(19)

Similar to that in the previous section, E1 → 0 means that the non-periodic terms in Equation (19)
should be less than zero. From Equation (19), the synchronization condition is given by:

c <
217

2[cos(2ωτ) + 4]2 + 384
(a + bγ). (20)

ω Equation (20) can be approximately obtained from the following. The characteristic equation of
Equation (12) at the origin is given by:

λ4 + d1λ
3 + d2λ

2 + d3λ+ d4 + (d5λ
2 + d6λ+ d7)e−2λτ = 0, , (21)

where
d1 = 2(bγ+ a− c), d2 = b[bγ2 + 4γ(a− c) + 2] + (a− c)2,
d3 = 2b[(a− c)γ+ 1](bγ+ a− c), d4 = b2[(a− c)γ+ 1]2,
d5 = −c2, d6 = −2bγc2, d7 = −(bcγ)2.

Substituting λ = iω into Equation (21) and separating real and imaginary parts yields:

ω4
− d2ω2 + d4 − (d5ω2

− d7) cos(2ωτ) + d6ω sin(2ωτ) = 0,
d3ω− d1ω3 + d6ω cos(2ωτ) + (d5ω2

− d7) sin(2ωτ) = 0.
(22)

Eliminating τ from Equation (22), we have:

p(y) = y4 + r1y3 + r2y2 + r3y + r4 = 0, (23)

where
y = ω2,
r1 = d2

1 − 2d2,
r2 = −2d1d3 + d2

2 − d2
5 + 2d4,

r3 = −2d2d4 + d2
3 + 2d5d7 − d2

6,
r4 = d2

4 − d2
7.

ω in Equation (20) exists and means that Equation (23) has one positive root. Assume that ω = ω0

is one simple positive root of Equation (23). From Equation (22), we have:

cos(2ω0τ) =
ω6

0d5 + (d1d6 − d2d5 − d7)ω4
0 + (d2d7 − d3d6 + d4d5)ω2

0 − d4d7

ω4
0d2

5 + (d2
6 − 2d5d7)ω2

0 + d2
7

, , (24)

In addition, by regarding λ in Equation (21) as a function of τ and taking the derivative of both
sides of Equation (21) with respect to τ yields:

dλ
dτ

=
(2d5λ2 + 2d6λ+ 2d7)λe−2λτ

(2λ2τd5 + 2λτd6 − 2λd5 + 2τd7 − d6)e−2λτ − 4λ3 − 3d1λ2 − 2d2λ− d3
. (25)

Under Equation (11), Equation (12) with τ = 0 has a stable origin. At the same time if:

Re
{

dλ
dτ

}
> 0, (26)
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forω = ω0 and some critical value of delay determined by Equation (24), the origin of Equation (12) will
lose its stability. In such a case, the coupled neural system cannot remain at neural rest. Synchronous
spikes in the coupled system will occur due to an appropriate value of time delay.

The distribution of positive real roots of an algebraic equation similar to Equation (23) has been
treated in other studies [40,41]. In the following, we will employ a complete discrimination system for
polynomials [42,43] and the Descartes sign method to analyze the condition that Equation (23) has one
or more positive real roots. We denote the Sylvester matrix of p(y) and p′(y) by Discr(p), where p′(y)
is the derivative of p(y) with respect to y and denote the determinant of the submatrix of Discr(p)
formed by the first 2k rows and the first 2k columns by Dk(p), k = 1, 2, 3, 4. If the number of the sign
changes in the discriminant sequence:{

D1(p), D2(p), D3(p), D4(p)
}

(27)

is υ, then the number of pairs of distinct conjugate imaginary roots of p(y) is equal to υ. Furthermore,
if the number of nonvanishing members of the list is l, then the number of the distinct real roots of p(y)
equals to l− 2υ.

According to the procedure [42], we have:

D1 = 1,
D2 = 3r2

1 − 8r2,
D3 = −4r3

2 + r2
1r2

2 + 2(7r3r1 + 8r4)r2 − 6r2
1r4 − 18r2

3 − 3r3
1r3,

D4 = −27r4
1r2

4 + 18r3
1r2r3r4 − 4r3

1r3
3 − 4r2

1r3
2r4 + r2

1r2
2r2

3
+ 144r2

1r2r2
4 − 6r2

1r2
3r4 − 80r1r2

2r3r4 + 18r1r2r3
3 + 16r4

2r4

− 4r3
2r2

3 − 192r1r3r2
4 − 128r2

2r2
4 + 144r2r2

3r4 − 27r4
3 + 256r3

4.

(28)

We can further determine the number of positive real roots of Equation (23) based on the Descartes
sign method by considering the number of the sign changes in the discriminant sequence:

{1, r1, r2, r3, r4}. (29)

Then we have the following:

- If r4 < 0, Equation (23) has at least one positive real root.
- If the number of sign changes in Equation (27) is zero, Equation (23) only has real roots. The number

of the positive real roots equals to the number of the sign changes in Equation (29).
- If the number of the sign changes in Equation (27) is one and the number of nonvanishing

members in the sequence is 4, Equation (23) has two different real roots, the sign of which can be
determined by the Descartes sign method.

- If the number of sign changes in Equation (27) is one and the number of nonvanishing members in
the sequence is 3, Equation (23) has two identical real roots, the sign of which can be determined
by the Descartes sign method.

Next, we numerically show that the existence of time delay in signal transmission can make the
synchronous spikes occur in Equation (12). For comparison, we keep a = 0.1, b = 0.08 and γ = 3 in
Equation (12). If c = 0.16 or c = 0.18, we have the following two sequences:

{D1 > 0, D2 < 0, D3 < 0, D4 < 0},
{1 , r1 < 0, r2 > 0, r3 < 0, r4 > 0}.

(30)

If the number of sign changes in Equation (27) is one, then Equation (23) has two different real
roots. Under such conditions, by substituting y = −z into Equation (23), we have:

p(z) = z4
− r1z3 + r2z2

− r3z + r4 = 0. (31)
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Then the number of sign changes in the sequence {1 ,−r1,r2,−r3, r4} is zero. Equation (31) has no
positive real root, which means that Equation (23) has no negative real root. Therefore, Equation (23)
with a = 0.1, b = 0.08, γ = 3 and c = 0.16 or c = 0.18 has just two positive real roots. In fact, if c = 0.16,
Equation (23) has two positive real roots:

ω1 = 0.173,ω2 = 0.307,

the two corresponding critical values of τ are:

τ1 = 0.529 +
2nπ

0.529
, n = 0, 1, 2 . . . ,

and:
τ2 = 3.712 +

2nπ
3.712

, n = 0, 1, 2 . . . ,

respectively. The transversality condition (Equation (26)) is satisfied only forω2 = 0.307 and τ2 = 3.712.
If c = 0.18, Equation (23) has two positive real roots:

ω1 = 0.128,ω2 = 0.335,

the two corresponding critical values of τ separately, are:

τ1 = 0.516 +
2nπ

0.516
, τ2 = 4.149 +

2nπ
4.149

, n = 0, 1, 2 . . . , (32)

The transversality condition (Equation (26)) holds only when ω2 = 0.335 and τ2 = 4.149. Then we
can choose an appropriate value of time delay to satisfy the synchronization condition (20), for instance,
τ = 7. In addition, the initial conditions are taken by u1(t− τ) = 0.01, u2(t− τ) = 0, u3(t− τ) = 0.02,
u4(t − τ) = 0.01 for t ∈ (−τ,0] in the numerical simulations. We present the synchronization errors
and phase diagrams of Equation (12) for c = 0.16 and c = 0.18 in Figures 4 and 5, respectively, which
demonstrate the validity of the synchronization condition (Equation (20)) for Equation (12).
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Remark 2. In this section, we apply the energy method to obtain the synchronization condition for Equation (12),
in which the time delay of signal transmission between two neurons is taken into account. The time delay in the
signal transmission is involved in the synchronization conditions, the change of which can dramatically affect the
synchronous dynamics of two coupled FHN neurons. Comparing the analysis results in this section with the
results from Section 2 (see Figures 1 and 3–5), it is clear that time delay in signal transmission can be used to
control the appearance of synchronous spikes in Equation (12).

4. Conclusions

In this paper, we investigate synchronization between two FHN neurons by using the energy
method to estimate the influence of time delay in signal transmission on synchronization conditions
and synchronous dynamics. According to the concept of the energy method, we can calculate the
change rate of energy of the synchronization error system from the original system. If the rate of change
of the energy varies periodically, the energy will remain unchanged in one period. Since the energy
change rate of the error system can be divided into two parts (periodic and non-periodic), we only
need to consider the non-periodic part to determine the evolution tendency of the error system’s
energy. The error system’s energy will eventually disappear if the non-periodic part is less than zero.
According to this line of thinking, we first derive the synchronization criterion for two coupled FHN
neurons without time delay in signal transmission. Analytical and numerical results indicate that it is
a feasible approach, to derive synchronization conditions by calculating the rate of change of energy of
synchronization error system. Our analysis shows that if time delay in signal transmission is ignored
in two coupled FHN neurons, synchronous spikes do not occur for any given coupling strength.

Further investigation shows that the energy method is also valid for the delay differential system.
A synchronization condition depending on time delay can be derived if the neural system has an
unstable trivial equilibrium. Our research suggests that the existence of the time delay in signal
transmission can not only slightly change the synchronization range of coupling strength, but also affect
the synchronous dynamics. The two FHN neurons can easily control the occurrence of synchronous
spikes or neural rest by only adjusting the time delay in signal transmission. The research result helps
us to understand the regulatory mechanisms of synchronization and the synchronous dynamics of
neural networks.

In addition, it is worth pointing out that the method of analysis used in this paper can be easily
developed to judge synchronization of N coupled FHN neurons. For N coupled FHN neurons, we need
to calculate the rate of change of the energy of the error system, consisting of N–1 second-order
differential equations with or without time delay. This is feasible for small calculation quantities.
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