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Abstract: In augmented reality (AR), audio markers can be alternatives to image markers for rendering
virtual objects when an AR device camera fails to identify the image marker due to lighting conditions
and/or the distance between the marker and device. However, conventional audio markers simply
broadcast a rendering queue to anonymous devices, making it difficult to provide specific virtual
objects of interest to the user. To overcome this limitation without relying on camera-based sensing,
we propose a user-aware audio marker system using low frequency ultrasonic signal processing.
The proposed system detects users who stay within the marker using ultrasonic-based object
detection, and then it uses ultrasonic communication based on windowed differential phase shift
keying modulation in order to send a rendering queue only to those users near the marker. Since the
proposed system uses commercial microphones and speakers, conventional telecommunication
systems can be employed to deliver the audio markers. The performance of the proposed audio
marker system is evaluated in terms of object detection accuracy and communication robustness.
First, the object detection accuracy of the proposed system is compared with that of a pyroelectric
infrared (PIR) sensor-based system in indoor environments, and it is shown that the proposed
system achieves a lower equal error rate than the PIR sensor-based system. Next, the successful
transmission rate of the proposed system is measured for various distances and azimuths under noisy
conditions, and it is also shown that the proposed audio marker system can successfully operate up
to approximately 4 m without any transmission errors, even with 70 dBgp;, ambient noise.

Keywords: audio marker; augmented reality; low frequency ultrasonic; ultrasonic-based object
detection; ultrasonic communication

1. Introduction

Augmented reality (AR) is usually described as the interaction between a real environment and
computer-generated virtual objects through allowing users to interact with the virtual objects through
visual, auditory, or haptic sensory modalities [1,2]. Distinct visual cues, such as image markers [1-4] or
parts of the human body [5], are commonly used to place virtual objects into the real world. Among the
various AR services, there are indoor guidance services widely used in public places such as museums
and airports [1-3]. In order for this service to provide a user with a successful user experience, an AR
marker in the indoor environment should be able to give information to the user at a relatively long
distance in real time. It is also necessary to consider this situation as there may be several people
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who have different interests within the same space. For indoor guidance purposes, an AR marker,
which is an image marker based on a combination of coloring patterns and quick response (QR) codes,
was used for indoor AR services, because the detection and recognition mechanism in this method
was robust with commercial mobile hardware, even at a long distance [3]. In particular, this marker
was used for establishing indoor guidance systems for the visually impaired [3]. However, if such
image markers were concentrated in a small area, many of the markers that were not interested in
the view of the AR user might be observed, which caused an interference with the user’s immersive
experience. Although inpainting techniques have been proposed to remove image markers from the
user’s sight [4], the computational burden could be somewhat heavy for most mobile AR devices,
limiting its applications [4]. Other visual marker approaches have been proposed as alternatives to
image marker-based approaches. For example, the shape of human fingertips was utilized to replace
an image marker as the role of visual cues in an AR device [5]. In other words, each fingertip acted
as a virtual marker to interact with virtual objects at close distances. Despite its usefulness for some
AR applications, this approach could be considerably distracting under visual conditions affected by
illumination or occlusion [6-8]. While recent AR applications tried to recognize visual environments
without using a marker, in order to deploy virtual objects in natural ways [9], such attempts required
substantial computations of the AR device; thus, their use was limited to a certain AR scenario [10].
Visual marker limitations could also be avoided by using other marker types, such as gyroscope and
global positioning system (GPS) sensors [11,12], but unfortunately, such markers were difficult to
establish in indoor environments [11]. For example, while motion detection sensors, e.g., pyroelectric
infrared (PIR) sensors, could work as indoor markers for some AR applications [13], PIR sensors failed
to send rich information regarding virtual objects or events to the AR device.

Instead, our previous work proposed an audio marker based on low frequency ultrasound
(LFU) [14]. There were many benefits to this approach. Since the frequency response of the LFU-based
audio marker ranged from 18 to 20 kHz, the transmitted signal was inaudible to human ears,
and its transceivers could be made of the most commercial off-the-shelf (COTS) loudspeakers and
microphones [15]. Thus, operating the LFU-based audio marker did not require any additional
hardware other than a generic device equipped with an audio interface, e.g., a smart phone.
Therefore, the LFU-based audio marker could be useful for some AR service scenarios where
conventional image markers were difficult. For example, audio markers could present virtual
objects to the user although the user might not see an image marker. This was because the LFU spread
across all directions within the room, regardless of the user’s visual focus or line-of-sight with the
marker. However, the conventional LFU-based audio marker in [14] simply broadcast a rendering
queue to anonymous devices inside the room, making it difficult to provide specific virtual objects of
interest to a given user. Thus, an object detection method from the reflected LFU signal is required to
provide user-awareness on the LFU-based AR marker, in order to overcome this limitation without
relying on other types of additional sensors such as cameras [16] or PIR sensors [17].

Therefore, we propose a user-aware audio marker system using low frequency ultrasonic signal
processing. Figure 1 shows an example application of a docent service in a museum. The proposed
audio marker system only sends LFU signals to users detected in advance as being close to the object
of interest, and thus it becomes suitable for a number of indoor AR applications.
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Figure 1. Application of the proposed user-aware audio marker system for an augmented reality (AR)
service in a museum. The dotted color circles indicate the proposed audio marker communication
range with nearby users.

The proposed audio marker system consists of an object detection module using received LFU
images as well as an LFU communication module providing the audio marker. For the LFU-based
object detection, a COTS speaker repeatedly plays a low frequency pulsed ultrasonic chirp signal,
and a COTS microphone simultaneously records audio including ambient and chirp signals around
the audio marker. The signal will be reflected back to the marker when an object physically blocks the
chirp signal propagation, which results in amplifying the LFU frequency band with a distinct pattern.
Therefore, the anomaly in the reflected signal, resulting from the object’s presence, can be detected by a
time-frequency analysis. In other words, the reflected ultrasound is converted into a time-frequency
representation, and then a background subtraction algorithm [18] is applied to segregate reflected
chirp spectral components from the ambient audio. After that, the object presence or absence is then
determined based on the likelihood ratio calculated from a priori and posteriori signal-to-noise ratios
(SNRs) among the LFU and ambient noise. Next, the proposed audio marker operation switches from
object detection to LFU communication when the object is considered to be in front of the proposed
audio marker. Here, the LFU communication broadcasts a binary text message embedded in the audio
marker. In detail, the binary text message is broadcast near the audio marker using a differential
phase shift keying (DPSK) scheme, and consequently an AR device capable of demodulating DPSK
can correctly receive the message when located near the audio marker. While the conventional audio
marker system in [14] broadcasts the marker information to all the users inside the room, the proposed
audio marker system first only utilizes low-frequency ultrasound to recognize users around the marker,
and then sends the marker information to the detected user. In particular, when the visual sight is
considerably distracted by ill-visual conditions affected by illumination or occlusion, the conventional
image-based or location-based markers suffer greatly; however, the proposed system can still generate
virtual objects and an environmental effect.

The remainder of this paper is organized as follows. Section 2 reviews the conventional LFU
communication-based audio marker system [14,15], after which Section 3 proposes a user-aware audio
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marker system based on object detection using reflected LFU images and LFU communication for
sending audio maker information. Section 4 evaluates the objective performance of the proposed
audio marker system in terms of object detection accuracy and communication robustness. In addition,
a comparison of the proposed system with other positioning systems for AR applications is given.
Finally, Section 5 summarizes and concludes this paper.

2. Review of Low Frequency Ultrasonic Communication-based Audio Markers

Figure 2 shows a block diagram of a conventional LFU communication-based audio marker
system [14]. As shown in the figure, a binary text data message as an audio marker is encoded in the
audio marker transmitter using a forward error correction (FEC) coding algorithm, followed by DPSK
modulation and gain normalization. In the audio marker receiver, the received signal is processed by
gain normalization, DPSK demodulation, and FEC decoding.

. 010110
l Gain DPSK FEC Binary [110011
(( — P . . — 101000
Normalization Modulation Encoding Data  [0003
Audio Marker Transmitter

Audio Marker Receiver

3 . Decoded
) . §’ —| BrF Gain - DPSK | | FEC | Dpaa
> Normalization| [Demodulation| |Decoding

Figure 2. Block diagram of a conventional low frequency ultrasound (LFU) communication-based
audio marker system. DPSK: differential phase shift keying; FEC: forward error correction; BPF:
bandpass filter.

2.1. Audio Marker Transmitter

The LFU communication-based audio marker transmitter sends an audio marker of a short text m
in binary format though the LFU wave with three processing steps: FEC encoding, DPSK modulation,
and gain normalization. First, the P binary bits to be transmitted at the i-th symbol are grouped as
b, = [bll e bf N bf ], where P = 24 in this paper. Next, b; is then encoded by an FEC algorithm [19];
thus, additional error correction bits are attached. In particular, a perfect binary Golay code, Ga3,
is used for FEC encoding [19], i.e., b; is reshaped into an O X 12 matrix, and it is encoded by the (23,12)
Golay block. Consequently, an O x 23 encoded block for the i-th symbol, b;, is generated. Note here
that O = 2 and the coding rate of G3, Rc = 52.17% in this paper.

After FEC encoding, each encoded bit of b; is modulated by DPSK. In other words, b; is reshaped
into a 1 X 46 vector, B; = [b-ll e b? e bIQ], where Q = 46 in this paper. Then, differential encoding is
applied to E?, asin [15]:

dl =p!val | €Y
where d? is the g-th differentially encoded bit at the i-th symbol, and V indicates the bitwise exclusive or
(XOR) operation. After that, d? is modulated with a sinusoidal signal by the windowed DPSK, so that:

2nfen

fs

In Equation (2), T} is the symbol length and is set to 96 because this is known as being the
optimum by taking into account both the data transmission rate and communication robustness in
noisy environments [15]. Moreover, f. and f; are a carrier frequency and a sampling frequency of the

ci(n+qTy) = w(n) cos( + n(l —d?)),n =1,2,---,Tp )

modulated signal, respectively. Here, f; is set to 48 kHz to support the frequency range of most COTS
microphones and speakers. Accordingly, f. can be set from 18 to 20 kHz; it is set to 20 kHz in this
paper. In addition, w(n) is a squared Hanning window, which can smooth the discontinuity between
subsequent symbols to avoid unwanted impulsive noise in the modulated signals.
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Next, the modulated signal in Equation (2), ¢;(n + qT}), is subsequently normalized by its gain,

so that:
GC,‘(I’Z + th)

T Zoleitn + qTy)]

5,7 (n+qTy) = ©)

where G = 2! is a normalization scale that corresponds to a half maximum sample value for a 16-bit
resolution. Finally, the modulated LFU signal for the i-th symbol for all g, sl.Tb(n), is transformed
into an analogue signal by a digital-to-analogue converter (DAC), and then it spreads through the
aerial medium.

2.2. Audio Marker Receiver

In the audio marker receiver, the input signal recorded by the COTS microphone, y;(n), is the
superposition of sl.Tb (n) in (3) and the additive environmental noise, z;(1), so that:

yi(n) = h(n)*s!"(n) +zi(n) @)

where /(1) is the impulse response of the propagation channel from the LFU transmitter to the receiver.
As shown in the lower part of Figure 2, the carrier frequency bandpass filter (BPF), g(n), is then applied
to y;(n) to estimate siT” (n+qTp), so that:

8i(n+qTy) = yi(n +qTy) » g(n +qTy). (5)

By assuming that z;(n) rarely overlaps with sl.T”(n) at the carrier frequency band [20], z;(n)
contained in y;(n) (see Equation (4)) is filtered out. Similar to Equation (3), the filtered receiver signal
corresponding to the g-th bit, §;(n + qT}), is normalized by its gain to compensate for energy loss
resulting from the frequency-selective characteristics of 1i(n), so that:

G§1’(Vl + l]Tb)

Ci(n+4qTy) = (6)
£ L0 [sin +qTy)]
where &;(n + qT}) is an estimate of Ab? at the i-th symbol, and also G = 214.
Finally, DPSK demodulation is applied using non-coherent detection [20], so that:
T,
= ] 1 if Y @i(Tl + qu)éi—l (1’1 + I]Tb) >0
bj = n=1 @)

0, otherwise

and the received audio marker for the p-th binary bit at the i-th symbol, EI: , is obtained by applying the
=
FEC decoding with Gp3 on b; [19].

3. Proposed User-Aware Audio Marker System Using Low Frequency Ultrasonic-based Object
Detection and Communication

The proposed user-aware audio marker system comprises LFU-based object detection and LFU
communication, as shown in Figure 3. The proposed system consistently senses a user’s existence
around the marker’s location. Consequently, when a user is detected by an LFU-based object detection
algorithm, the proposed system sends the marker’s information to the detected user using LFU
communication. The following subsections describe the details of the LFU-based object detection and
LFU communication for the proposed system.
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Figure 3. Procedure of the proposed user-aware audio marker system using the LFU-based object
detection and communication.

3.1. LFU-Based Object Detection

Figure 4 shows a block diagram of the LFU-based object detection method using LFU images.
A speaker periodically produces a low frequency pulsed ultrasound from 18 to 20 kHz. In this paper,
a linear frequency modulated (LFM) chirp is utilized [21], where the chirp length and repetition time are set
to 512 and 4096 samples at a sampling rate of 48 kHz, respectively. While periodically reproducing the low
frequency pulsed ultrasound, a microphone simultaneously captures the chirps and ambient sound, which
are then filtered with a matched filter to clarify the pulsed LFU. Next, the filtered signal is segmented into
consecutive frames of 4096 samples. Then, a Hanning window of a length of 256 samples, with a 50%
overlap, is applied to each frame, which produces 31 sub-frames for a frame. Finally, a 256-point short-time
Fourier transform (STFT) is applied to each sub-frame to obtain a spectrogram image.

Pulse
((¢ M8 Pose STFT TFiter  ateatation
,/ Generation
.
a4 Initial
) .i‘g, I Ma.tched Frames — Object Detection
» D Filter Backgrot}nd lee.ellhood Result
Signal Subtraction Ratio Test

Initial
I No object

Background

Background Image
Update

Figure 4. Block diagram of the LFU-based object detection method in the proposed system.

Let I(p, n) be a spectrogram image at a pixel p and a sub-frame n. Each input spectrogram image
is subtracted by the background image, so that:

B(p,n) =P(p,n)-B*(p), n=1,2,---,31 ®)

where B(p) is the initial background image estimated by assuming that there is no object within the
initial N(= 31) sub-frames [22], so that:

1 N
Bp) =5 ) 1(p.m) ©)
n=0
Next, Equation (8) can be written in the product form of:

152 (P/ Tl) = H2 (p,n)[2 (p,i’l) (10)

where H(p, n) is a suppression function [23], defined as:
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_ B _ yenm-1
H(’f"”)‘\/1 Pl \/ Y. .

Note here that 0 < H(p,n) < 1[23], and y(p,n) = I?(p,n)/B?(p) is the a posteriori SNR.

When an object is absent (hypothesis Hy), spectrogram images include only the background, i.e.,
Hy : I(p,n) = B(p); on the other hand, when an object is present (hypothesis Hj), spectrogram images
include the foreground and background, i.e., Hy : I(p,n) = F(p,n) + B(p). The likelihood ratio for a
pixel point p and n-th sub-frame can be expressed as [23]:

_ ox (V(M)E(p,n))
1+&(p,n) P 1+&(p,n)

Ap,n) (12)

where &(p,n) = F2(p,n)/B%(p) is the a priori SNR. The decision rule is established from the log
likelihood ratio [23], so that:

Hy
>

10gA(ﬂ)=ZIOgA(p,n) B (13)
pcB Hy

where B implies the area in which a low frequency ultrasound can be reached. In particular, when an
object is detected, log A(n) is also used to scale the LFU transmission signal, which will be explained
in the next subsection. Otherwise, the background images are updated as:

B(p) = aB(p) + (1 - a)I(p,n) (14)
where a is set to 0.7 through exhaustive experiments.

3.2. LFU Communication for Audio Marker Transmission

Shortly after a user is detected by the object detection method described in the previous subsection,
the audio marker information can be sent to the detected user by using LFU communication, as described
in Section 2.1. However, there is a significant difference between the conventional (Section 2.1) and
proposed audio markers. In the proposed audio marker, the transmission power is controlled depending
on the signal strength between the detected user and marker. In other words, the modulated signal
for the g-th bit at the i-th symbol, c;(n + gT}), is normalized by using its gain and log likelihood from
Equation (13), rather than by using Equation (3). That is,

T, B Gei(n +qTy)
§'(n+qTy) = logA(n) LyTe | (1)
& T, Zn:1|cl(n + qu))

where f is a constant that controls the transmission power with an inverse of log A(1), and it is set to
0.05 according to preliminary experiments in the indoor environment. Owing to the adaptive scaling
of the transmission signal, as described in Equation (15), the proposed audio marker can only send the
marker’s information to the proximity of the detected user. Finally, for all g in Equation (15), §1.Tl’ (n+4qTy) is
transformed into an analogue signal by a DAC and then sent to the AR device belonging to the detected user.

4. Performance Evaluation and Discussion

Since the proposed audio marker system was composed of two parts, its performance was
evaluated by (1) an LFU-based object detection in terms of the true positive rate (TPR) and false
positive rate (FPR) and (2) the communication quality in terms of the successful transmission rate (STR).
In addition, the performance of the proposed system was evaluated under different noise conditions to
examine the robustness of the transmission against ambient noise. Finally, the proposed system was
compared with other positioning systems in view of AR applications.
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4.1. LFU-Based Object Detection Performance

Figure 5 shows the experimental setup for investigating the effectiveness of the LFU-based object
detection in the proposed audio marker system. As shown in Figure 5a, the equipment employed a
speaker, a microphone, a camera, and a PIR sensor, where the PIR sensor was used as a conventional
marker for the performance comparison. Participants were asked to walk 4 m in front of the object
detection equipment (Figure 5b). The overall layout without and with a participant is shown in Figure 5d,g,
respectively. The speaker periodically produced the low frequency pulsed ultrasound, and the microphone
captured audio signals that were sampled at 48 kHz. The camera was placed to provide the ground truth.
In parallel, the PIR sensor values were captured and transmitted via serial communication. Figure 5e,h
show typical spectrogram images without and with a person walking 4 m from the equipment, respectively.
The spectrogram intensity was markedly higher when the person was present, because the LFU reached
the microphone earlier. However, the spectrogram without the person was quite similar to the background
image, as noticed in Figure 5c. By subtracting Figure 5e from Figure 5c¢, the spectrogram image in Figure 5
became small, which resulted in a low a priori SNR, &(p, 1), in Equation (12). In contrast, the reflected LFU
remained significantly in the spectrogram image when the person was within 4 m, as shown in Figure 5h,i,
before and after subtracting the background, respectively.
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Figure 5. Experimental setup and LFU-based object detection: (a) experimental measurement setup;
(b) top view of the equipment position and participant path through the experiment zone; (c) initial
background spectrogram image (N = 31); (d) overall experiment environment without any participants;
(e,f) spectrograms for the situation (d) before and after the background subtraction, respectively;
(g) participant walking through the experiment region; (h,i) spectrograms for the situation (g) before
and after the background subtraction, respectively.

Figure 6 shows the experimental results in a receiver operating characteristic (ROC) curve.
As shown in the figure, the PIR-based system achieved a higher TPR, to some extent, than the proposed
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system. However, the proposed system achieved a substantially lower FPR than the PIR-based system.
In addition, the area under curve (AUC) of the proposed and PIR-based audio marker systems was
measured as 0.79 and 0.74, respectively. Therefore, it could be concluded that the proposed LFU-based
system yielded a better overall detection performance than the PIR-based one. According to the
ROC analysis, a threshold for the log-likelihood test, i in Equation (13), can be chosen depending on
the applications. It is expected that the docent service described in Figure 1 works well by setting
n = —1.1394, where a low FPR of 0.2 and a modest TPR of 0.78 were achieved, because numerous users
are traveling frequently across the audio markers in this service.
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Figure 6. Receiver operating characteristic (ROC) curve of the object detection methods: proposed
LFU-based vs PIR-based audio marker system, where the star-shaped point is a candidate for the
threshold of the log-likelihood test for the docent service shown in Figure 1.

4.2. LFU Communication Performance

In this subsection, two different experiments were performed to measure the LFU transceiver
performance in the proposed audio marker system. The first experiment was performed to investigate
acoustic noise effects on the communication performance by measuring the STR under noise conditions.
The second one was conducted to compare the transmission accuracy between the conventional
LFU-based audio marker [14] and the proposed one.

For the first experiment, a laptop computer with an embedded microphone (receiver) and a COTS
speaker (transmitter) were prepared in a meeting room with a conditioner on, as shown in Figure 7a.
They were actually placed at 1, 2, and 4 m distance and 0°, +40°, and +80° azimuth, as shown in
Figure 7b. One hundred audio markers, with an average length of 13 characters, were sent from the
speaker to the microphone equipped in the laptop at each distance, using the proposed audio marker
transmitter, and the number of successful transmissions was counted. Here, the averaged sound
pressure levels (SPLs) for the LFU transmission signal and background air conditioning noise were set
to 80 and 70 dBgpy, respectively, resulting in a 10 dB SNR.

Table 1 shows the STR of the proposed audio marker system at the various positions of the laptop.
As shown in the table, the proposed system perfectly transmitted all audio markers from 1 to 4 m at 0°.
However, the STR decreased as either the distance or azimuth between the laptop and the speaker
increased. This was due to the attenuation loss of the LFU signals through the aerial channel according
to the distance, as well as to less sensitivity according to the degree of directivity of the speaker.

For the second experiment, it was assumed that a user was sitting 2 m away from the transmitter;
thus, a 2-meter radius circle centered on the transmitter became the maximum transmitting zone
(MTZ). As shown in Figure 8a, two laptop computers were located 2 m and 4 m apart from the COTS
speaker, which corresponded to the inside and outside of the MTZ, respectively. In addition, five
different azimuths, at 0°, +40°, and +80°, were considered, as defined in Figure 8b. Hence, there were
25 different azimuth and distance combinations. As performed in the first experiment, one hundred
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audio markers were transmitted for each azimuth and distance combination. Finally, a false positive
rate (FPR) outside of the MTZ and a false negative rate (FNR) inside of the MTZ were measured for
both the conventional and proposed audio marker systems.
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Figure 7. Experimental setup for the first experiment: (a) configuration of a laptop computer with an
embedded microphone (receiver) and a commercial off-the-shelf (COTS) loudspeaker (transmitter);
and (b) different distances and azimuths between the receiver and transmitter.

Table 1. Comparison of the average successful transmission rate (STR) (%) for the proposed audio
marker system at different distances and azimuths.

Distance
Azimuth Im 2m 4m
80° 100.0 96.6 86.6
40° 100.0 100.0 93.3
0° 100.0 100.0 100.0
—40° 100.0 100.0 93.3
-80° 100.0 93.3 80.0

0°
Audio Marker s
Receiver at 2m > ] JUUELES PC2 RTINS
(Laptop PC1) e 140‘:,/ ~._ 40°
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Figure 8. Experimental setup for the second experiment: (a) configuration of two laptop computers
(receiver) located inside and outside of the maximum transmission zone each and a COTS loudspeaker

(transmitter); and (b) two different distances and five different azimuths for the placement of
laptop computers.

Table 2 compares the FNR inside the MTZ and the FPR outside the MTZ between the conventional
and proposed audio marker systems. As shown in the table, the conventional audio marker system
had a markedly increased FPR outside the MTZ because it always transmitted LFU signals with a
maximum scale (see Equation (3)). On the other hand, the proposed system controlled the transmission
range up to the MTZ, i.e., 2 m for this experiment, by adaptively scaling the modulated signal produced
by the LFU-based objective detection (see Equation (15)). Thus, the proposed system is suitable to
provide marker information only to the people of interest in each location, rather than to all the people
in the room, as would be the case in a conventional audio marker system.
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Table 2. Comparison of the average transmission accuracy (%) for the conventional and proposed
audio marker system inside and outside the maximum transmitting zone (MTZ).

Measure False Negative Rate False Positive Rate
Method Inside of MTZ (%) Outside of MTZ (%)
Conventional audio marker [14] 2.24 93.28
Proposed audio marker 2.08 14.28

4.3. Robustness to Ambient Noise

In this subsection, the STR of the proposed audio marker system was measured in noisy
environments to evaluate its robustness to ambient noise according to different noise levels. To this end,
the audio marker receiver and transmitter were placed in the middle of an office with a distance of 2 m,
and a monitor speaker was installed in a corner of the office. Specifically, three different ambient noises
that had been recorded in a bus-stop, street, and cafeteria were played out through the monitor speaker,
where the SPL ranged from 70 to 100 dB at a step of 10 dB. In this experiment, 100 different audio
markers were repeatedly transmitted through the proposed audio marker system for each ambient
noise condition.

Figure 9 shows the STR of the proposed audio marker system for three different noise conditions
according to four different noise levels. As shown in the figure, the proposed audio marker system
operated perfectly, with an accuracy of 100% at 70 dBgpy. Additionally, its STR was relatively high
between 80% and 90%, when the noise level was under 90 dBgp; . However, the STR largely dropped
when the noise level reached 100 dBgpy..
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70 80 90 100

Ambient Noise Level (dBgp;)

Sucessful Transmission Rate (%)
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Figure 9. Successful transmission rate of the proposed audio marker system for different ambient
noise conditions.

To investigate the reason why the STR dropped at 100 dBgpy,, the power spectral density (PSD) of
the LFU signal was compared with that of bus-stop noise with levels of 90 and 100 dBgpr. As shown in
Figure 10, side-lobe components of the LFU signal were distinguishable at the 90 dBgpy, condition (as
indicated by a yellow box), but they were totally overlapped with the PSD of noise at the 100 dBgpr,
condition. This was because the ambient noise of 100 dBgpy, subsequently interfered with the LFU
signal generated by the proposed audio marker system. This implied that the proposed audio maker
system could robustly operate under ambient noises at a level of up to 90 dBgp,, which would be
considered as excessively large in every-day life.
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Figure 10. Comparison of the power spectral densities of the LFU signal and bus-stop noise with a
noise level of (a) 90 dBgpy. and (b) 100 dBgpy .

4.4. Comparison with Other Positioning Systems for AR applications

In this subsection, the attributes of the proposed audio marker system are compared with those of
the positioning systems for AR applications such as global navigation satellite system (GNSS) based
dense reference networks [24] and Bluetooth beacons [25]. Table 3 shows the compared attributes,
including the operating range and resolution, sensor type, and possible application field.

Table 3. Comparison of the attributes of the proposed audio marker system with other positioning
systems. GNSS: global navigation satellite system.

Attrbaie e Reference Network [yl Pluetooth Beacon 5] Proposed Audio Marker
Range <20 km <70 m <4m
Resolution ~10 cm ~5 cm ~30 cm
Sensor type Antenna station Bluetooth beacon, modem COTS speaker, microphone
Application Outdoor positioning Indoor positioning Location-specific broadcasting

According to the comparison, a drawback of the proposed system is that it has a somewhat lower
resolution than the other systems, making it difficult to apply to a user-specific marker transmission.
In other words, if multiple users are grouped in front of the audio marker, it could provide the same
information to all the users in the group instead of providing it to a specific user in the group. This is because
it operates by broadcasting the audio marker information to the region of interest. Moreover, the operation
range of the proposed system is substantially shorter than those of the other systems; thus, its application
could be limited to close-range service scenarios. Despite these drawbacks, the proposed system has
the advantage of being able to construct a service environment at no additional cost in various indoor
applications because a speaker and a microphone are the most common sensors equipped with personal
computers and hand-held devices. In addition, it should be noted here that even though the proposed
audio marker system uses a COTS microphone and a speaker as sensors, it is free from privacy intrusion
problems such as eavesdropping, because the LFU frequency band used in the proposed system does not
contain any information on the user’s speech or audio.

5. Conclusions

In this paper, a user-aware audio marker has been proposed using low frequency ultrasonic signal
processing techniques such as LFU-based object detection and LFU communication. The proposed
audio marker system consisted of a commercial off-the-shelf (COTS) loudspeaker and microphone as a
transmitter and a receiver, respectively, and the frequency response of the LFU-based audio marker
ranged from 18 to 20 kHz. Therefore, various devices equipped with audio input and output could
easily act as audio markers for AR applications.
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The proposed audio marker system could detect the existence of a user located around the marker
without any additional sensors. In other words, the object detection was performed by applying an image
background subtraction method to the LFU images. Afterwards, the marker’s information was broadcast
near the audio marker through DPSK modulation. In particular, the proposed LFU communication
method controlled the LFU transmission power so that the transmitted signal could be confined within the
maximum transmission zone that corresponded to the region in which the user was located. As a result,
the information on an audio marker could only be sent to the user in front of the audio marker. This was
done by incorporating the LFU-based object detection gain into the LFU communication.

The performance of the proposed audio marker system was evaluated in two ways: the LFU-based
object detection performance and LFU communication performance. First, the performance of the
LFU-based object detection was measured in terms of the true positive rate (TPR) and false positive rate
(FPR). The experimental results showed that the proposed LFU-based object detection method achieved a
much lower FPR than the conventional PIR sensor-based one when a person was walking at a distance of
4 m from the transmitter. Consequently, it was also shown that the proposed LFU-based object detection
method had a 0.05 higher AUC than the PIR sensor-based one. Second, the performance of the LFU
communication was measured in terms of the successful transmission rate (STR). It was shown from
the performance evaluation that the proposed LFU communication method could transmit the audio
markers to the receiver with an average STR of 100%, 97.98%, and 90.64% at distance of 1 m, 2 m, and 4 m,
respectively, which was better than the conventional LFU communication. This was because the LFU
communication of the proposed audio marker system was able to transmit audio markers to a specific user
only by controlling the emission energy according to the LFU-based object detection. In addition, it was
revealed that the proposed audio marker system could robustly operate with an STR of above 80% under
an ambient noise level of 90 dBgp;.. As a concluding remark, the proposed audio marker system can be
utilized as a means of providing AR contents that are specific to each place by overcoming the disadvantage
of a conventional audio marker, which only broadcasts marker information to an unspecified group of
users. However, the proposed system still has a drawback when multiple users are grouped in front of the
audio marker. This limitation can be mitigated by combining the proposed audio marker and traditional
visual marker so that the detection of a single user can be possible. For the active use of the audio markers,
future works will be focused on the creation of virtual objects or virtual environments suitable for the
characteristics of the proposed audio marker system. Multi-modal AR applications incorporating the
proposed audio marker system also need to be uncovered in various fields.
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