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Abstract: For a large number of network attacks, feature selection is used to improve intrusion detection
efficiency. A new mutual information algorithm of the redundant penalty between features (RPFMI)
algorithm with the ability to select optimal features is proposed in this paper. Three factors are considered
in this new algorithm: the redundancy between features, the impact between selected features and classes
and the relationship between candidate features and classes. An experiment is conducted using the
proposed algorithm for intrusion detection on the KDD Cup 99 intrusion dataset and the Kyoto 2006+
dataset. Compared with other algorithms, the proposed algorithm has a much higher accuracy rate
(i.e., 99.772%) on the DOS data and can achieve better performance on remote-to-login (R2L) data and
user-to-root (U2R) data. For the Kyoto 2006+ dataset, the proposed algorithm possesses the highest
accuracy rate (i.e., 97.749%) among the other algorithms. The experiment results demonstrate that the
proposed algorithm is a highly effective feature selection method in the intrusion detection.
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1. Introduction

Along with network the development and application, serious security threats have emerged.
Intrusion detection based on networks is an important step of cyber security [1–15]. By analyzing
large amounts of network data, network-based intrusion detection can effectively mitigate security
threats [16–35]. Therefore, data processing plays a vital role in intrusion detection. Feature selection,
known as variable selection, attribute selection or variable subset selection in pattern recognition
and machine learning, is a method of data processing [7]. In particular, it can affect accuracy and
generalization capabilities of a classifier [8] and promote learning and classification with reduced and
simplified data dimensionality in high-dimensional data processing [9,10].

Unlike feature extraction which creates new features from original data features, feature selection
is a process of selecting the best and most relevant subset of features from the original data features. It is
divided into three categories: the filter method [11,12], the wrapper method [13,14] and the embedded
method. The filter method selects the most useful features from original features and does not depend
on model types. On the contrary, the wrapper method evaluates the feature subsets from the original
features, which is part of a model or a learning algorithm. The embedded method combines the filter
method and wrapper method.

In the filter methods, feature selection is always related to a certain evaluation function.
According to different evaluation functions, the filter methods are divided into five categories: distance,
information (or uncertainty), dependence, consistency and the classifier error rate [15].
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In recent years, many feature selection algorithms have been proposed [16–35]. When feature
selection is applied properly, it can significantly improve classification processing time and
performance. A feature selection method based on deep learning is shown for intrusion detection in
Reference [6], which can improve the detection rate and reduce the false positive rate. However, it needs
to add more time for parameter design and cannot achieve good results for small samples. Although the
best individual feature model (BIF) is the simplest method based on mutual information (MI), it does
not consider the redundancy between features [18]. In the mutual information feature selection (MIFS)
method proposed by Battiti [19], the MI between features is applied to evaluate the feature correlation.
Nevertheless, the impact between candidate features and classes is not taken into consideration.
In the minimal-redundancy and maximal-relevance (mRMR) method described by Peng et al. [20],
the impact between candidate features and classes is neglected. In Reference [21], the improved
mutual information feature selection (MIFS-U) was described but it does not consider the redundancy
between candidate features and classes. In Reference [22], the conditional mutual information-based
feature selection (mMIFS-U or CIMI) method was proposed. It uses the conditional MI to evaluate the
feature importance and assumes that the class has no effect on the feature, which is not true in feature
selection. The modified mutual information-based feature selection (MMIFS) method [32] has the
disadvantage of ignoring the impact between features and classes in the penalty and the flexible mutual
information-based feature selection (FMIFS) method [33] does not consider the relationship between
candidate features and classes. In Reference [34,35], a unifying viewpoint on the existing information
theoretic feature ranking literature was presented but it does not consider the relationship between
candidate features and classes and the impact between selected features and classes in the penalty.

There are three penalty factors that affect feature subset selection: MI between features to reduce
redundancy between features, MI between selected features and classes and MI between candidate
features and classes. However, A weakness of the already reported feature selection algorithms is
that they only consider the part of penalty factors to affect the feature subset selection and intrusion
detection efficiency. Aiming at the shortcomings of the above algorithms, a new filter-based feature
selection algorithm is proposed in the paper. The new algorithm considers three penalty factors to
maximize relevancy and minimize redundancy between features. By using the proposed algorithm,
the selected feature subset is superior to those selected by the above algorithms and the intrusion
detection performance can be effectively improved in Section 4.

The paper is structured as follows. In Section 2, we introduce some concepts about MI. Section 3
reports the proposed new filter-based feature selection algorithm. Experimental results with this
feature selection algorithm are shown in Section 4. Finally, conclusions with a discussion on future
work are presented in Section 5.

2. Related Technologies

In this section, we describe some basic concepts about information theory and feature selection,
which are used in the proposed feature selection algorithm.

In the classification process, the relevant features containing important information about the
classification result are useful, whereas irrelevant features, which are also known as redundant
features, are not preferred because they have little useful information about the classification result.
Therefore, the purpose of feature selection is to select as many as possible relevant features and to avoid
irrelevant features. As such, tools to measure whether the feature is related to the classification result
are highly required, including information theory which provides a way to measure the correlation
using MI [36,37].

The entropy, as a function of probability, describes the uncertainty of a random variable. Given two
continuous variables X = {x1, x2, ..., xn} and Y = {y1, y2, ..., yn}, where n is the total number of
features, the entropy and MI [19–22] are defined as

H(X) = −
∫

p(x) log p(x)dx (1)
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H(Y) = −
∫

p(y) log p(y)dy (2)

H(X; Y) = −
x

p(x, y) log p(x, y)dxdy (3)

where H(X) and H(Y) are the information entropy of variables X and Y, respectively [32]; H(X; Y) is
the joint entropy of variables X and Y [33]; p(x), p(y) and p(x, y) are the probability density functions.
The MI of variables X and Y can be written as [38,39]:

I(X; Y) = −
x

p(x, y) log
p(x, y)

p(x)p(y)
dxdy (4)

I(X; Y) = I(Y; X) = H(X) + H(Y)− H(X; Y) (5)

It can be seen that I(X; Y) is symmetrical [22].
In discrete forms, given two discrete variables F = { f1, f2, ..., fn} and C = {c1, c2, ..., cn}, where n

is the total number of features or classes, the entropy and MI are defined as [18,19]:

H(F) = −∑ f∈F P( f ) log P( f ) (6)

H(C) = −∑c∈C P(c) log P(c) (7)

I(F; C) = −∑ f∈F ∑c∈C P( f , c) log
P( f , c)

P(c)P( f )
(8)

where F is the original feature set of the input data; C is the class set of the output; P( f ), P(c) and
P( f , c) represent the probability functions.

3. Filter Feature Selection Algorithm

This section consists of two parts. The first part introduces a new filter feature selection algorithm.
The second part presents the theoretical analysis of the new algorithm and the comparison between
the new algorithm and other algorithms.

In the process of feature selection, many types of features containing sufficient information are
selected from the original data to determine the output class. In MI-based feature selection proposed
by Battiti [19], the task maximizes the relevance between the selected features from the original data
and the output class and minimizes the redundancy of the selected features.

In order to maximize the relevance between the selected features from the original data and
the output class, I(C, fi) is computed. In order to minimize the redundancy of the selected features,
the function of the redundant penalty between features (RPF) can be calculated as:

RPF( fi, sj) =
I(C, sj)

I(C, fi)
I( fi, sj) (9)

where I(C, fi) is the MI of class C and candidate feature fi. I(C, sj) is the MI of class C and selected
feature sj; I( fi, sj) is the MI of candidate feature fi and selected feature sj.

Therefore, the feature selection criterion is:

f+ = argmax fi∈F{I(C, fi)−
1
|s| ∑sj∈S

RPF( fi, sj)} (10)

where F = { f1, f2, ..., fn} is the original feature set of the input data, S = {s1, s2, ..., sk} is the
selected feature set from the original feature set F, |S| is the number of selected features in S and
C = {c1, c2, ..., cn} is the class set of the output. Our algorithm named as the redundant penalty
between features mutual information algorithm (RPFMI) can be described in Algorithm 1.
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Algorithm 1. The Proposed New Algorithm.

The Redundant Penalty Between Features Mutual Information Algorithm (RPFMI)

Input: F ← {initial set of all n original features}, S← {empty set}
Output: S← S ∪

{
f+
}

01 for i = 1; i ≤ n; i ++ do
02 calculate H(C), H( fi), H(C, fi) and I(C, fi)

03 end for
04 select the feature f ∗ ∈ F that maximizes I(C, fi)

05 F ← F\{ f ∗} and S← { f ∗}
06 for fi ∈ F and sj ∈ S do
07 compute I( fi, sj) and I(C, sj)

08 end for
09 while F 6= φ do
10 select the feature f+ ∈ F using Equation (10)
11 F ← F\

{
f+
}

and S← S ∪
{

f+
}

12 if F 6= φ do
13 for fi ∈ F and sj ∈ S do
14 compute I( fi, sj) and I(C, sj)

15 end for
16 end if
17 end while

In Algorithm 1, H(C) is the information entropy of classes C. H( fi) is the information entropy of
candidate feature fi. H(C, fi) is the joint entropy of classes C and candidate feature fi. I(C, fi) is the
MI of classes C and candidate feature fi. I(C, sj) is the MI of classes C and selected feature sj. I( fi, sj)

is the MI of candidate feature fi and selected feature sj.
Given the importance of features and the relevance between features, the proposed selection

feature algorithm can only rank the features and cannot optimally select the subset of the selected
features. Therefore, we start with the best feature and incrementally add features to the classifier one
by one. The final optimal feature subset is selected in the training data [32].

On the one hand, the proposed RPFMI algorithm is based on MI, which is the same as other
algorithms, such as MIFS [19], mRMR [20], MIFS-U [21], CIMI [22], MMIFS [32] and FMIFS [33]
methods. If other algorithms are valid, the proposed RPFMI algorithm is valid. The effectiveness of
the proposed algorithm will be demonstrated with experimental results in Section 4.

On the other hand, the proposed RPFMI algorithm is different from other algorithms in terms of
penalty factors, which considers not only the relationship between features but also the relationship
between selected features and classes. Moreover the RPFMI algorithm takes into account the
relationship between candidate features and classes. Involving considerations into these three
relationships makes the proposed algorithm more effective than other algorithms.

To analyze the complexity of the proposed filter feature selection algorithm, the training data is
arranged in the following manner: M is the number of each sample feature; N is the number of samples;
and |S| is the number of the selected features. In the first three phases of the proposed algorithm,
H(C) has time complexity O(N); H( fi) has time complexity O(NM); H(C, fi) has time complexity
O(NM); I(C, fi) has time complexity O(NM). In the fourth phase of the proposed algorithm, f+ has
time complexity O

(
(N + |S|)NM2). Therefore, the proposed filter feature selection algorithm has

time complexity O
(

NM2) and space complexity O
(

NM2) in the training dataset. In addition, in the

testing dataset, the proposed filter feature selection algorithm has time complexity O
(

N|S|2
)

and

space complexity O
(

N|S|2
)

.
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4. Experiment and Results

In this section, the proposed algorithm is applied to the intrusion detection. Firstly, the dataset
used in the experiment is introduced and the intrusion detection data preprocessing is described.
Secondly, performance metrics are applied to evaluate the proposed algorithm. Thirdly, by using the
dataset, the proposed algorithm is tested and compared with other methods.

4.1. Data Set

The datasets used in this paper are the Knowledge Discovery and Data Mining (KDD) Cup
1999 [23–25] and Kyoto 2006+ datasets [33,40]. Although the KDD Cup 1999 dataset has existed for
a long time, it is still the standard tagged dataset [27–30] and has been widely used in the research
and evaluation of network intrusion detection. In comparison, the Kyoto 2006+ dataset is relatively
new. It is built on real 10-year traffic data from 2006 to 2015, which are obtained from diverse types
of honeypots. Researchers specialized in intrusion detection may take advantage of the Kyoto 2006+
dataset to obtain more practical, useful and accurate evaluation results. It can also be used as a public
dataset for verifying network intrusion detection algorithms.

Although the KDD Cup 99 data set has some shortages, it is widely used as a benchmark for IDS
evaluation. There are three independent datasets: the entire KDD training data, 10% KDD training
data and KDD correct data. In the KDD Cup 99 dataset, every network connection represents a data
record that consists of 41 features and a label specifying the status of this record.

In the 10% KDD training data, the label includes the normal class and 22 attack types [26,27].
The 22 attack types are divided into four groups: the remote-to-login (R2L), the denial-of-service
(DOS), the user-to-root (U2R) and the Probe.

In the KDD correct data, the label includes the normal class and 37 attack types. The 37 attack
types are also divided into four groups: the R2L, the DOS, the U2R and the Probe. In the 37 attack
types, there are 17 new attack types, which are not present in the 10% KDD training data.

Like many experiments, the size of the dataset is reduced by random selection in our experiment.
The data used is the 10% KDD training data and the KDD correct data. The distributions of these data
are shown in Tables 1 and 2.

Table 1. The distribution of the 10% knowledge discovery and data mining (KDD) training data.

Class Number of Records Percentage

Normal 97,278 19.69
DOS 391,458 79.24
U2R 52 0.01

Probe 4107 0.83
R2L 1126 0.23
Total 494,021 100

Table 2. The distribution of the KDD test data.

Class Number of Records Number of Novel Attacks

Normal 60,593 —
DOS 229,853 6555
U2R 228 189

Probe 4166 1789
R2L 16,189 10,196
Total 311,029 18,729

As mentioned above, in the KDD Cup 1999 dataset, each record contains 41 features: 3 nonnumeric
features and 38 numeric features. These nonnumeric features are the protocol type, service and flag,
and must be transformed into numeric data. The protocol type has three kinds of types: tcp, udp and
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icmp. Based on the different types, the “protocol type” feature is transformed into three features.
Because the “service” feature containing 70 different types will heavily increase the dimensionality, it is
not used in our experiments. As can be seen in Table 3, the nonnumeric feature conversion is achieved.

Table 3. The nonnumeric feature conversion in the KDD Cup 99 data.

Feature Name Type Setting 1 Type Setting 2

protocol type = tcp tcp = 1 others = 0
protocol type = udp udp = 1 others = 0
protocol type = icmp icmp = 1 others = 0

flag SF = 1 others = 0

The Kyoto 2006+ dataset is described for evaluating the performance of intrusion detection in
Reference [40,41]. In Section 4.3.5, the dataset in 2015 from the Kyoto 2006+ dataset is used. There are
24 features for each data in the Kyoto 2006+ dataset [40,42]. In addition, 4 nonnumeric features and
20 kinds of numeric features are included in 24 features. These nonnumeric features need to be
converted to numerical ones.

Data normalization is a process of scaling the value of each feature into a well-proportioned
range so that the bias in favor of features with greater values is eliminated from the dataset [33].
In the detection process, the test data are normalized by the Min-Max standardized method. The data
conversion is shown as following:

f =
f −Min( f )

Max( f )−Min( f )
(11)

where f is a particular feature of normalization; Min( f ) is the smallest value in a feature column; and
Max( f ) is the largest value in a feature column [3]. Every feature falls into the same range (0–1).

4.2. Performance Metrics

In order to quantify the detection performance and effectiveness of the proposed algorithm, four
performance metrics are applied, which are the detection rate (DR, also known as the true positive
rate), precision rate (PR), false positive rate (FPR) and accuracy (ACC) [28]. They can be calculated
using the confusion matrix in Table 4.

Table 4. Confusion matrix.

Class Predicted Negative Class Predicted Positive Class

Actual negative class True Negative (TN) False Positive (FP)
Actual positive class False Negative (FN) True Positive (TP)

In Table 4, True Positive (TP) is the number of attack samples correctly predicted as attacks; False
Positive (FP) is the number of normal samples incorrectly predicted as attacks; True Negative (TN) is
the number of normal samples correctly predicted as normal; False Negative (FN) is the number of
attack samples incorrectly predicted as normal [43,44]. According to Table 4, these four performance
metrics are defined as follows.

The DR is the proportion of attack samples that are correctly predicted as attacks in the test dataset;
it is an important metric reflecting the attack detection model’s ability to identify attack samples and
can be written as:

DR =
TP

TP + FN
(12)
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The PR is the ratio of the number of actual attack samples to the number of all attack samples
predicted in the test dataset [45]. It measures the number of correct classifications penalized by the
number of incorrect classifications [3] and is described as:

PR =
TP

TP + FP
(13)

The FPR is the ratio of the number of normal samples that are incorrectly predicted as attacks in
the test dataset to the number of all attack samples predicted in the test dataset [46]; it is a metric that
reflects the ability to identify normal samples and is defined as:

FPR =
FP

TP + FP
(14)

The ACC is the ratio of the number of samples correctly predicted in the test dataset to the total
number of samples [43,44]; it is an overall evaluation metric that reflects the ability of the detection
model to distinguish between normal and attack samples and is written as:

ACC =
TN + TP

TN + TP + FN + FP
(15)

4.3. Experiment and Analysis

The computer environment of the experiments is 3 GB memory, 500 GB hard disk, windows
2007 operating system and 2.93 GHz CPU. To evaluate the detection accuracy of the proposed feature
selection algorithm, the Support Vector Machine (SVM) classifier is selected and to give a radial
basis function kernel [29–31]. After the feature selection, the proposed algorithm is tested by the
classification algorithm. As three types of attack data in the KDD Cup 99 dataset [23–25] are used
in the experiments, three SVM classifiers are needed. For every SVM classifier, there are two types
of data in the training and test data: normal data and attack data. According to the distributions
of the training and test data, the number of DOS type is larger than the numbers of U2R and R2L
types. Therefore, the ratio of the normal data to attack data is 1:1 in the experiments with DOS type.
In addition, the ratio of the normal data to attack data is 9:1 in the experiments with U2R and R2L types.
Also, the ratio of the normal data to attack data is 1:1 in the experiments of Kyoto 2006+ dataset [33,40].
Every experiment result is represented by the mean value from 100 experiments performed on the
KDD Cup 99 and Kyoto 2006+ datasets using the proposed feature selection algorithm.

4.3.1. Denial-of-Service Test Experiment

This section presents the detection performance of the proposed feature selection model RPFMI
and other models for DOS and normal samples in the KDD Cup 99 test set. In the training phase,
the numbers of normal and DOS samples are 10,000 and 10,000, respectively, while in the test phase,
the numbers of normal and DOS samples are 2000 and 2000, respectively.

With the different feature selection methods and the SVM classifier, the selected features are
summarized in Table 5. It is shown that the number of selected features using the MMIFS [32] method is
smallest. The numbers of selected features in the MIFS-U (β = 0.3) [21] and RPFMI methods are the same.
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Table 5. Features selected by different feature selection algorithms using the denial of service (DOS) classifier.

Model Number of Features Selected Features

MIFS (β = 0.3 ) [19] 28 7, 2, 4, 19, 15, 16, 18, 17, 31, 14, 28, 23, 20, 26, 11, 27, 40, 3, 29, 1, 42, 13, 32, 38, 30, 39, 5, 41
MIFS (β = 0.7 ) [19] 31 7, 2, 19, 15, 16, 18, 17, 14, 23, 20, 31, 26, 28, 11, 27, 40, 29, 3, 1, 42, 39, 30, 4, 5, 32, 13, 41, 36, 38, 35, 34

mRMR [20] 11 7, 19, 2, 4, 28, 13, 3, 38, 31, 32, 40
MIFS−U (β = 0.3 ) [21] 23 7, 2, 13, 3, 32, 28, 19, 15, 18, 23, 31, 26, 16, 27, 20, 29, 14, 4, 11, 17, 40, 42, 38
MIFS−U (β = 0.7 ) [21] 31 7, 2, 31, 19, 15, 18, 23, 27, 28, 3, 16, 26, 20, 32, 14, 29, 11, 17, 40, 4, 30, 42, 39, 13, 5, 38, 41, 1, 36, 35, 37

CIMI [22] 17 7, 2, 13, 3, 32, 28, 19, 15, 18, 23, 31, 26, 16, 27, 20, 29, 14
MMIFS [32] 6 7, 2, 4, 13, 38, 3
FMIFS [33] 12 19, 15, 13, 31, 18, 20, 17, 38, 7, 4, 2, 16

RPFMI 23 7, 2, 13, 4, 19, 15, 16, 17, 18, 14, 28, 20, 23, 31, 29, 11, 26, 27, 40, 42, 3, 38, 1

Table 6 shows the confusion matrices regarding the normal and DOS data in different models. It is
obvious that the sum of the FP and FN in the RPFMI + SVM model is the smallest. Comparisons between
different models in terms of the ACC, DR, FPR and PR are performed. Compared with the other feature
selection algorithm, the highest ACC (i.e., 99.772%) can be obtained with the proposed algorithm (Figure 1).
Figure 2 shows that RPFMI + SVM model has the same DR as other feature selection methods. The FPR
of RPFMI + SVM is 0.003%, which is only larger than that of the CIMI model [22], as shown in Figure 3.
Although the PR of the RPFMI model ranks second (Figure 4), it is higher than the other feature selection
methods. Therefore, the RPFMI algorithm is advantageous over the other feature selection methods in
improving both the ACC and PR and reducing the FPR.

Table 6. Confusion matrices in different models using the DOS test data.

Model FP FN TN TP

All features 0.26 195.21 1999.74 1804.79
MIFS (β = 0.3 ) [19] 9.44 0.66 1990.56 1999.34
MIFS (β = 0.7 ) [19] 39.84 1.64 1960.16 1998.36

mRMR [20] 9.2 0.1 1990.8 1999.9
MIFS-U (β = 0.3 ) [21] 9.11 0.09 1990.89 1999.91
MIFS-U (β = 0.7 ) [21] 38.3667 0.9833 1961.633 1999.017

CIMI [22] 9.2667 0.0333 1990.733 1999.967
MMIFS [32] 11.78 0.07 1988.22 1999.93
FMIFS [33] 9.44 0.07 1990.56 1999.93

RPFMI 9.08 0.06 1990.92 1999.94
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4.3.2. User-to-Root Test Experiment

In this section, the detection performances of different models are shown for the U2R and normal
samples in the test set. In the training phase, the numbers of normal samples and U2R samples are
1800 and 200, respectively, while in the testing phase, the numbers of normal samples and U2R samples
are 1800 and 200, respectively.

In the U2R test data, due to the small amount of data, repeated sampling is used. The selected
features with different feature selection methods are summarized in Table 7 and are used to detect
U2R. It can be seen that the numbers of selected features with the MIFS (β = 0.3) [19], mRMR [20],
MMIFS [32] and RPFMI algorithms are almost the same.

Table 7. Features selected by different feature selection algorithms using the user to root (U2R) classifier.

Algorithm Number of Features Selected Features

MIFS (β = 0.3 ) [19] 15 8, 9, 16, 21, 22, 23, 4, 27, 10, 12, 20, 19, 26, 39, 15
MIFS (β = 0.7 ) [19] 19 8, 9, 16, 21, 22, 23, 10, 4, 27, 12, 20, 19, 26, 17, 15, 5, 39, 14, 18

mRMR [20] 16 8, 9, 16, 21, 22, 23, 4, 27, 10, 39, 15, 12, 11, 18, 14, 19
MIFS−U (β = 0.3 ) [21] 3 8, 1, 2
MIFS−U (β = 0.7 ) [21] 3 8, 1, 2

CIMI [22] 2 8, 1
MMIFS [32] 14 8, 9, 16, 21, 22, 23, 4, 27, 39, 10, 15, 11, 18, 14
FMIFS [33] 9 8, 9, 16, 21, 22, 23, 27, 4, 10

RPFMI 16 8, 9, 16, 21, 22, 23, 10, 4, 27, 39, 15, 11, 14, 18, 12, 19

Table 8 shows the results of the confusion matrices for the normal and U2R data in different
models. Among these 10 models, the RPFMI + SVM models has fourth largest TN and the second
highest TP. The ACC, DR, FPR and PR with these models are illustrated. The highest ACC (i.e., 96.19%)
is obtained with the RPFMI algorithm (Figure 5). Compared with the other models, the RPFMI model
has the second highest DR (Figure 6) and the FPR of RPMI is only larger than those of the MIFS [19]
and FMIFS [33] models (Figure 7). The RPRMI model ranks second in terms of the PR (Figure 8).
Therefore, the proposed RPFMI algorithm demonstrates its ability to improve both the ACC and
the PR.
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Model FP FN TN TP

All features 670.7667 119.8667 1129.233 80.1333
MIFS (β = 0.3 ) [19] 0.8 139.0333 1799.2 60.9667
MIFS (β = 0.7 ) [19] 4.6667 128.2333 1795.333 71.7667

mRMR [20] 7.3333 70.5333 1792.667 129.4667
MIFS−U (β = 0.3 ) [21] 9.8333 90.9 1790.167 109.1
MIFS−U (β = 0.7 ) [21] 9.8333 90.9 1790.167 109.1

CIMI [22] 9.9333 101 1790.067 99
MMIFS [32] 5.2400 101.6 1794.76 98.4
FMIFS [33] 1525 0.0273 275 199.9727

RPFMI 6.6667 69.5333 1793.333 130.4667
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4.3.3. Remote-to-Login Test Experiment

This section presents the detection performance of different models for the R2L and normal
samples in the test set. In the training phase, the numbers of normal and R2L samples are 1800 and
200, respectively, while in the testing phase, the numbers of normal and R2L samples are 1800 and
200, respectively.

In Table 9, the selected features of the different feature selection methods, which are used to detect
R2L, are summarized. It can be seen that the number of selected features with the RPFMI algorithm
is smallest.
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Table 9. Features selected by different feature selection algorithms using the R2L classifier.

Algorithm Number of Features Selected Features

MIFS (β = 0.3 ) [19] 14 8, 9, 10, 14, 15, 16, 19, 21, 22, 20, 4, 17, 12, 18
MIFS (β = 0.7 ) [19] 20 8, 9, 10, 14, 15, 16, 19, 21, 22, 20, 12, 18, 4, 17, 26, 27, 23, 31, 30, 11

mRMR [20] 12 8, 9, 10, 14, 15, 16, 19, 21, 22, 20, 4, 17
MIFS−U (β = 0.3 ) [21] 30 8, 1, 2, 3, 4, 5, 6, 7, 11, 12, 13, 17, 18, 20, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38
MIFS−U (β = 0.7 ) [21] 30 8, 1, 2, 3, 4, 5, 6, 7, 11, 12, 13, 17, 18, 20, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38

CIMI [22] 27 8, 1, 9, 10, 14, 15, 16, 19, 21, 22, 32, 3, 4, 17, 20, 12, 23, 6, 34, 38, 18, 26, 27, 11, 24, 37, 31
MMIFS [32] 10 8, 9, 10, 12, 15, 16, 21, 22, 14, 19
FMIFS [33] 8 8, 9, 10, 12, 15, 16, 21, 14

RPFMI 5 8, 9, 10, 12, 15

Table 10 shows the results of the confusion matrices for the normal and R2L data in different
models. Among these methods, the RPFMI algorithm has the smallest FP and the largest TN.
Comparisons between these methods regarding the ACC, DR, FPR and PR are carried out. The ACC of
the RPFMI algorithm (i.e., 91.077%) is highest (Figure 9). Compared with other methods, the DR of the
RPFMI algorithm ranks fourth in the DR (Figure 10), whereas its FPR is only larger than those of the
MIFS [19], mRMR [20] and CIMI [22] algorithms (Figure 11). The largest PR obtained with the RPFMI
algorithm (i.e., 99.403%) is also confirmed (Figure 12). In summary, the proposed RPFMI algorithm
can improve the ACC and PR.

Table 10. Confusion matrices in different models using the remote to login (R2L) test data.

Model FP FN TN TP

All features 89.47 189.89 1710.53 10.11
MIFS (β = 0.3) [19] 35.84 176.1 1764.16 23.9
MIFS (β = 0.7) [19] 41.51 161.535 1758.49 38.465

mRMR [20] 71.36 173.42 1728.64 26.58
MIFS-U (β = 0.3) [21] 2.25 199.22 1797.75 0.78
MIFS-U (β = 0.7) [21] 2.25 199.22 1797.75 0.78

CIMI [22] 79.04 170.47 1720.96 29.53
MMIFS [32] 0.13 181.05 1799.87 18.95
FMIFS [33] 0.13 180.64 1799.87 19.36

RPFMI 0.13 178.33 1799.87 21.67
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4.3.4. Kyoto 2006+ Test Experiment

This section presents the detection performances of different models for the attack and normal
samples in the Kyoto 2006+ dataset of which the dataset in 2015 is used. In the training phase,
the numbers of normal and attack samples are 10,000 and 10,000, respectively, while in the testing
phase, the numbers of normal and attack samples are 2000 and 2000, respectively.

In Table 11, the selected features of the different feature selection methods, which are used to
detect attacks, are summarized.

Table 11. Features selected by different feature selection algorithms.

Algorithm Number of Features Selected Features

MIFS (β = 0.3) [19] 14 16, 4, 17, 14, 20, 15, 12, 7, 13, 8, 2, 11, 6, 19
MIFS (β = 0.7) [19] 14 16, 4, 17, 14, 20, 15, 12, 7, 13, 8, 2, 11, 6, 19

mRMR [20] 7 16, 17, 4, 14, 20, 19, 2
MIFS-U (β = 0.3) [21] 14 16, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13
MIFS-U (β = 0.7) [21] 14 16, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13

CIMI [22] 4 16, 1, 19, 17
MMIFS [32] 7 16, 17, 4, 19, 14, 2, 3
FMIFS [33] 3 16, 17, 4

RPFMI 6 16, 17, 4, 14, 19, 2

Table 12 shows the results of the confusion matrices with the normal and attack data in different
models. It can be seen that the FP of the RPFMI + SVM model is only bigger than those of the CIMI [22]
and FMIFS [33] models. The ACC, DR, FPR and PR of various models are presented. The ACC of
the RPFMI algorithm (i.e., 97.749%) is highest (Figure 13). The DR of the RPFMI algorithm is higher
than the MIFS-U [21], CIMI [22], MMIFS [32] and FMIFS [33] algorithms (Figure 14) and its FPR is
only larger than the CIMI [22] and FMIFS [33] algorithms (Figure 15). In terms of the PR, the RPFMI
algorithm ranks third among all the other methods (Figure 16). As a consequence, the ability of the
proposed RPFMI algorithm to enhance the ACC and decrease the FPR has been verified.
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Table 12. Confusion matrices in different models using the Kyoto 2006+ test data.

Model FP FN TN TP

All features 871.2 1.64 1128.8 1998.36
MIFS (β = 0.3 ) [19] 124.46 33.58 1875.54 1966.42
MIFS (β = 0.7 ) [19] 124.46 33.58 1875.54 1966.42

mRMR [20] 78.6 42.09 1921.4 1957.91
MIFS−U (β = 0.3 ) [21] 662.22 212.42 1337.78 1758.58
MIFS−U (β = 0.7 ) [21] 662.22 212.42 1337.78 1758.58

CIMI [22] 20.69 77.45 1979.31 1922.55
MMIFS [32] 38.25 56.09 1961.75 1943.91
FMIFS [33] 0 1989 2000 11

RPFMI 35.75 54.31 1964.25 1945.69
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4.3.5. Experiments Conclusion

There are DOS, U2R, R2L and Kyoto 2006+ test datasets in the experiments. These datasets are
divided into 2 types. One type is large samples, such as DOS and Kyoto 2006+ datasets. The other type
is small samples, such as U2R and R2L datasets. For large samples, the experiments show the proposed
RPFMI algorithm can get best result in ACC using DOS and Kyoto 2006+ test datasets. For small
samples, the experiments show the proposed RPFMI algorithm can get best result in ACC using U2R
and R2L test datasets. Also, the experiments show it can get good result in PR on the premise of
high ACC.
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5. Conclusions and Future Work

In this paper, a new filter-based feature selection algorithm called the RPFMI algorithm, which is
on a basis of MI, has been proposed. In this algorithm, three factors are considered: the redundancy
between features, the impact between selected features and classes and the relationship between
candidate features and classes. Through the proposed RPFMI algorithm, a good subset of features is
selected to improve the accuracy of intrusion detection. Moreover the experiments show the proposed
RPFMI algorithm can be well applied to large and small samples. For large samples, the proposed
RPFMI algorithm can improve ACC. For small samples, the proposed RPFMI algorithm can improve
ACC and get good result in PR on the premise of high ACC.

In future work, we will use the proposed RPFMI feature selection algorithm for anomaly detection
with Byzantine fault tolerance [47,48]. In addition, the data distribution can impact the performance of
the feature selection algorithm and needs to be considered.
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