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Abstract: Early-season area estimation of the winter wheat crop as a strategic product is important
for decision-makers. Multi-temporal images are the best tool to measure early-season winter wheat
crops, but there are issues with classification. Classification of multi-temporal images is affected
by factors such as training sample size, temporal resolution, vegetation index (VI) type, temporal
gradient of spectral bands and VIs, classifiers, and values missed under cloudy conditions. This study
addresses the effect of the temporal resolution and VIs, along with the spectral and VIs gradient on the
random forest (RF) classifier when missing data occurs in multi-temporal images. To investigate the
appropriate temporal resolution for image acquisition, a study area is selected on an overlapping area
between two Landsat Data Continuity Mission (LDCM) paths. In the proposed method, the missing
data from cloudy pixels are retrieved using the average of the k-nearest cloudless pixels in the feature
space. Next, multi-temporal image analysis is performed by considering different scenarios provided
by decision-makers for the desired crop types, which should be extracted early in the season in the
study areas. The classification results obtained by RF improved by 2.2% when the temporally-missing
data were retrieved using the proposed method. Moreover, the experimental results demonstrated
that when the temporal resolution of Landsat-8 is increased to one week, the classification task can
be conducted earlier with slightly better overall accuracy (OA) and kappa values. The effect of
incorporating VIs along with the temporal gradients of spectral bands and VIs into the RF classifier
improved the OA by 3.1% and the kappa value by 6.6%, on average. The results show that if only
three optimum images from seasonal changes in crops are available, the temporal gradient of the
VIs and spectral bands becomes the primary tool available for discriminating wheat from barley.
The results also showed that if wheat and barley are considered as single class versus other classes,
with the use of images associated with 162 and 163 paths, both crops can be classified in March (at the
beginning of the growth stage) with an overall accuracy of 97.1% and kappa coefficient of 93.5%.

Keywords: wheat classification; random forest; spectral gradient difference; vegetation indices

1. Introduction

The global demand for food will increase due to the growth of the global population over the
course of this century [1]. It is, therefore, necessary to accurately estimate the crop area to determine if
the demand for food can be met [2]. Farmers usually decide to change the crop type of their agricultural
fields in response to the regional demand and drought conditions. Therefore, the cultivated area of a
given crop alters from one growing season to the next. Consequently, early-season crop area forecasting,
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in particular for wheat crops, is essential information for policy-makers to manage yields for domestic
use, imports, or exports.

The classification of remotely-sensed data can provide the regional distribution of individual
crop types for government agencies [3,4] and decision-makers of the commodity trade. Evidently,
the classification of agricultural crops using only one image captured at a given date has significant
shortcomings [5]. Firstly, the crop types may have different growth stages and, secondly, different
crops may have similar spectra (e.g., wheat and barley in this case study) during the growing season
in a complex agricultural area [6]. It is, therefore, difficult to distinguish crop types at a certain
point in the growth period by an image at a given time [7]. In contrast, multi-temporal images
provide temporal signatures of crops and represent the growth period by capturing data during the
growing season [8]. A significant advantage of using multi-temporal data is that the proportions
of different crop types can be differentiated using the spectral differences at different points in the
growing season [9–13]. Recently, crop areas from non-crop areas have been separated by detecting
changes in greenness using the time-series normalized difference vegetation index (NDVI) data in
Reference [14]. Moreover, an approach based on object-based NDVI time series analysis is used for
regional-scale mapping of agricultural land-use systems [15]. The crop area in the early season was
also determined using the enhanced vegetation index (EVI) of the multi-temporal Moderate Resolution
Imaging Spectroradiometer (MODIS) in References [10,16]. In their study, the green-up rate of the
crop canopy, i.e., the accumulated difference of two consecutive images, is used. The obtained results
indicated that multi-temporal remote sensing approach could be used with confidence in early-season
crop area prediction at least one to two months ahead of anthesis. Moreover, with an increasing number
of images, applying different vegetation indexes (VIs) and their differences, the training sample size
increases dramatically to overcome the limitation of dimensionality for supervised classification [17].
In the study done by Reference [18], different data types, including reflectance data, spectral indices,
texture indices, and Digital Earth Model (DEM) features, are used in a combined random forest (RF) and
object bases image analysis scheme for agricultural area mapping. However, these approaches require
cloud-free imagery and processing of multiple images is prohibitive for operational implementation
over large areas. In this regard, acquiring such frequent cloud-free imagery is a serious limitation in
estimating crop area [19,20].

Indeed, classification of multi-temporal images is a challenging task that is affected by many
factors that limit the accuracy. In particular, these issues include appropriate training sample size,
revisit time, as well as suitable VIs. The effect of these factors also depends on the choice of the
classifier [21]. Some studies have been done to address some of these issues [22–25]. For example,
the optimal number and dates of images for land cover classification are identified with feature
importance obtained by RF classifier on remote sensing time-series [26]. In another study the
sensitivity of the RF classification to select training sample points, including sample size, spatial
autocorrelation, and proportions of classes within the training sample were investigated [24]. The effect
of the time series length on crop mapping is investigated. In that study, RF is used to calculate the
important scores for VIs and the Jeffries–Matusita (JM) distance is used to measure class separability
for each time series [27]. In a comprehensive study, five classifiers that can also be applied to
high-resolution multi-temporal optical imagery to produce accurate crop type maps have been selected
and benchmarked at the global scale [28]. These classifiers are RF, support vector machine (SVM)
with a radial basis function kernel, Dempster–Shafer fusion of the previous approaches, best classifier
with a mean-shift smoothing, and best classifier with a temporal regular resampling. The obtained
classification results on the 12 test sites around the globe demonstrated that RF achieved superior
results. The RF is also used for winter wheat mapping by multi-temporal images of LDCM and Gao
Fen 1 satellites [29].

Liu et al. [29] prepared the wheat map by combining multi-temporal and multi-source data using
the random forest classifier. They used six images during the wheat growth stages and two NDVI and
Soil Adjusted Vegetation Index (SAVI) for each image. The input features of the RF were 36 spectral
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bands and 12 vegetation indices in a total of 48 features. They classified two classes and separated the
wheat from non-wheat. They performed classification with an overall accuracy of 92.9% and a kappa
coefficient of 85.8%. However, they did not report in their study whether they considered barley in
the wheat class or non-wheat class. Khan et al. [30] also classified two wheat and non-wheat classes
by analyzing Landsat images in Pakistan’s Punjab region with the supervised bagged classification
tree approach and reached an overall accuracy of 76%. They did not also mention the barley class.
Inglada et al. [31] using Landsat time-series images and Synthesis Aperture Radar (SAR), conducting
early crop type identification and considering two classes of wheat and barley in one class and, in the
best case, using seven Sentinel-1 images and nine Landsat-8 images, the kappa coefficient κ = 0.73 was
obtained. However, the VI information was not used in their study. Fletcher [23] introduced vegetation
indices as new features in the random forest for the classification of soybeans and weeds and confirmed
the positive effect of vegetation indices, and the overall accuracy of 90.8% and the kappa coefficient of
0.878 were obtained using the image (30 June 2014). Zheng et al. [14] classified various types of crops
by using a support vector machine classifier using the NDVI time series data that was extracted from
Landsat images. They considered the wheat and barley classes separately and reported an overall
accuracy of 90% and a kappa coefficient of 85%. They also reported that the producer’s accuracy of
the wheat was 67% and the user’s accuracy was 53%. Nitze et al. [26] compared four types of support
vector machine, artificial intelligence network, random forest, and maximum likelihood in order to
classify various types of crops and defined two barley and wheat classes separately, and with the use
of only spectral band information from three images, the producer’s accuracy for wheat and barley of
79.7% and 70.8%, respectively, were obtained. Allen et al. [3] classified the crops of the United States
using multi-source data by the supervised decision tree classifier and obtained an overall accuracy and
kappa coefficient of 91.65 and 0.8618, respectively. They used only the spectral band of images and the
producer’ accuracy of the wheat and barley were reported to be, respectively, 90.72% and 15.73%.

In the aforementioned circumstances, the study of the optimal number of images to find the
critical image acquisition times and temporal resolution along with VIs and their gradient is necessary.
This paper will address the issue of how important the temporal resolution of image acquisition for
multi-temporal image classification is and what happen when the temporal resolution of Landsat-8
increases to one week. For this purpose, the study area selected is an overlapping area between two
Landsat paths. Moreover, missing data problems due to cloudiness is another matter which limits
the application of multi-temporal image classification. Indeed, many training pixels or test data are
ignored if only one cloudy image exists in the time series. Although considerable research has been
previously done on the time-series classification, the problem of missing data caused by cloudy pixels
in such images is still an issue to which less attention has been paid. One of the main problems in
multi-temporal image classification is that some pixels of training/test areas may be covered by cloud.
Hence, those pixels are ignored and neither incorporated as training data in the classifier learning
process nor as test data for the classification accuracy. This paper remedies this problem for those
cloudy pixels, retrieves the missing data through k-nearest cloudless pixels in the feature space and
investigate effect of missing data retrieved on the classification results of multi-temporal images.

This paper also addresses the impact of the appropriate image acquisition times and VIs along
with the spectral and VIs gradient on the RF classifier when missing data exist in the multi-temporal
images. The objective of this paper is, therefore, to investigate the practical considerations of the
multi-temporal image classification approach for consultants and agronomists. The specific goals of
this study are: (1) to assess the effect of missing data in training areas, due to being cloudy, on RF
classification learning; (2) to determine the appropriate data acquisition times and temporal resolution;
(3) to assess the effect of VIs and their temporal gradient along with temporal gradient of spectral bands
in different times; and (4) to determine the optimum number of classes to be distinguished in the early
season. To our knowledge, there are currently no other comprehensive assessments of multi-temporal
image classification which takes into consideration these practical aspects. We proposed a developed
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method for image time series processing that improves the classification of winter wheat results even
in early crop classification.

2. Materials and Methods

2.1. Study Area and Data

The study area is an agricultural region with an area of 755 km2, located between latitudes
29◦49′–30◦05′ N and longitudes 52◦39′–52◦55′ E, in Southwest Iran (Figure 1). The area has various
climates during the growing season and is covered by different vegetation, soil, and rocky terrain types.
Marvdasht is located 45 km north of Shiraz with an altitude of 1620 m above sea level and an area of
4649 km2. In the month of August, precipitation is at its lowest, with an average of zero millimeters.
The highest precipitation rate occurs in January, with an average about 71 mm and the total annual
precipitation is about 516 mm, in the study area. July is the hottest month, with an average temperature
about 28.4 ◦C. January is the coldest month, with an average temperature of about 5.4 ◦C. Between the
driest and most humid months of the year, the precipitation difference is about 71 mm, and during the
year the temperature varies by 23.0 ◦C. According to the de Martonne index (10 < I < 19.9), this region
is considered as a semi-arid climate region of Iran.
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Figure 1. The study area situated in the overlapping area between paths 162 and 163 of the LDCM.

The images used in this research are obtained from LANDSAT-8 satellite images. The spatial
resolutions of the images of bands 1–7, as well as band 9 of the LANDSAT-8 images, are 30 m and
band 8 (panchromatic band) is 15 m, while bands 10 and 11 are thermal bands with a spatial resolution
of 100 m, which has been resampled to the pixel size of 30 m. In this study, by inserting sensor and
image parameters, such as the zenith angle of the sun at the image acquisition time, the azimuth angle
of the sun and the sensor, the date and image acquisition time, and the size of pixels, etc., atmospheric
and radiometric corrections were performed using ATCOR IDL-based Atmospheric and Topographic
Correction software [32].

The study area is situated on an overlapping area between paths 162 and 163, which is covered by
21 scenes of LDCM data captured from 11 January 2015 until 20 June 15 during the growing season.
Among all images, 10 images with an amount of cloudiness less than 20% in their metadata were
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selected, of which eight images belonged to path 162 and two images to path 163. The acquisition
times of these images are given in Table 1.

Table 1. Acquisition times of images.

Image No. Acquisition Date Image No. Acquisition Date

T1 11 January 15 T6 17-APR-15
T2 3 February 15 T7 03-MAY-15
T3 28 February 15 T8 19-MAY-15
T4 7 March 15 T9 04-JUN-15
T5 16 March 15 T10 20-JUN-15

The training and test data used in this research were obtained from the Ministry of Agriculture
Jihad of Iran, which was taken by the direct field working method. A total of 847 farms, including
408 wheat fields, 66 barley farms, and 373 farms of other classes, were provided to us as data of
known class. Among these data, 128 wheat farms, 15 barley farms, and 121 other-class farms were
selected as training data and the rest were selected as independent testing data not included in the
classification (Table 2). Approximately five pure pixels from the center of each farm were extracted as
a representative of that class, classification was performed with the training data, and validation was
performed with independent test data. In Figure 2, the training data and their dispersion have been
shown with blue points and validation data are specified with green points.
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Table 2. The number of training and test data in the study area.

Class # of Training Fields # of Test Fields # of Training Pixels # of Test Pixels

Wheat 128 280 559 1265
Barley 15 51 93 307
Other 121 252 1419 3027

The main crops of the study area are wheat, barley, corn, rapeseed, sunflower, rice, potatoes,
tomatoes, and onions. Figure 3 shows the general agronomic calendars of the crops in the study area.
As shown in Figure 3, wheat and barley are planted between 12 October and 21 December, and the
difference in the time needed to attain the peak between these two crops’ greenness. Barley reaches its
greenness peak slightly earlier than wheat, and tends to become yellowish earlier than wheat [33].
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2.2. Methodology

As mentioned above, the classification of multi-temporal images is affected by many factors,
such as missing data in cloudy images, optimum training sample size, and appropriate temporal
resolution for image acquisition that limits the accuracy. Moreover, extraction of appropriate features
(e.g., the temporal gradient) from the temporal signatures of crop types, along with suitable times such
that differentiate crops are two major issues that should be considered in the multi-temporal image
classification. In this regard, different features, like VIs, the temporal gradient of VIs, and spectral
bands, are taken into account as new features. To address the aforementioned issues, we developed
the following methodology (Figure 4).

Step 1: A set of images with an amount of cloudiness less than 20% in their metadata, were
selected from input time-series images. Radiometric correction is then applied to the selected images
(i.e., 10 images for this study area) and cloudy pixels in each image are set to no data as missing data for
all bands. Hence, for each pixel, a feature vector with a dimension of 80 elements (8 × 10) is achieved.

Step 2: As can be seen in Figure 4, the missing data retrieval is a preprocessing task before RF
classification. Indeed, the missing data of pixels due to cloudy periods are very important, since many
pixels are ignored during multi-temporal image classification. The proposed method for missing data
retrieval is described in detail in Figure 5.
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Step 3: After missing data retrieval, the VIs are generated. Previous studies have not investigated
the impact of VIs on classification of wheat, but it is clear that RF was most effective at detecting them.
In the current study nine indices, are computed based on the corresponding equations listed in Table 3,
as new features. The goal of considering 9 VIs is to create features that enhance classification accuracy.Appl. Sci. 2018, 8, x FOR PEER REVIEW  7 of 20 
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Figure 4. Flow chart describing the method developed in this study for multi-temporal
image classification.

To retrieve the missing data, all the bands of a pixel corresponding to cloudy periods in a given
training/test data set (i.e., wheat) that contain no data were removed from the feature vector (i.e., an
image which captured in time 3) and flagged as cloudy pixels. The corresponding bands from the
feature vector of the cloudless pixels of that class were also removed (i.e., the corresponding bands
of cloudy times are removed in cloudless pixels of that class) to obtain the same dimensionality with
the cloudy pixels (i.e., 72 × 1). In the reduced multi-dimensional feature space, for each cloudy pixel
(i.e., the. green pixel in Figure 5), k-nearest cloudless pixels (i.e., the red pixels in Figure 5) are then
found. Therefore, the bands of pixels with no data were reconstructed using the mean of the k-nearest
neighbor cloudless pixels, to obtain a feature vector with full dimensionality. In other words, the
missing data of cloudy pixel bands are filled with the mean of the k-nearest cloudless pixels, which
are spectrally similar to cloudy pixels in the feature space. This was also applied for all of the cloudy
pixels of the scene after the appropriate multi-temporal classification model was selected.
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Table 3. Remote sensing vegetation indices used in this study.

VIs. No. Index Formula Reference

1 Normalized Difference Vegetation Index NDVI = (NIR−R)
(NIR+R) [34]

2 Simple Ratio SR = NIR
R [35]

3 Stress-related Vegetation Index 1 STVI1 = MIR×
(

R
NIR

)
[36]

4 Stress-related Vegetation Index 3 STVI3 = NIR
(R+MIR) [37]

5 Stress-related Vegetation Index 4 STVI4 = NIR−
(

R×MIR
NIR+MIR

)
[37,38]

6 Enhanced Vegetation Index EVI = 2.5×
(

NIR−R
NIR+6R−7.5B+1

)
[9,39]

7 Modified Soil Adjusted Vegetation Index MSAVI =
(2NIR+1−√((2NIR+1)2−8(NIR−R))

2
[40]

8 Modified Normalized Difference Vegetation Index MNDVI = NDVI× (SWIRmax−SWIR)
(SWIRmax+SWIRmin)

[41]

9 Soil Adjusted Vegetation Index SAVI = (NIR−R)
(NIR+R+L) × (1 + L) [42]

Step 4: Since the temporal signature plays an important role in the interpretation of the growing
steps of crops, a temporal gradient is used to quantitatively describe the seasonal change. The temporal
gradient of a given spectral band, TGSB, at the ith (ti) and jth (tj) times are then generated to obtain
the temporal changes of crops as follows:

TGSB (ti , tj) = SB
(
tj )− SB (ti) (1)

The temporal gradients of VIs, TGVI, are also computed and considered as new features, which
means for a given VI at the ith (ti) and jth (tj) times, a set of VI gradients in time sequence is generated
as follows:

TGVI (ti , tj) = VI
(
tj )−VI (ti) (2)
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Step 5: The RF algorithm is implemented to explore the achieved features, including spectral
bands at different times, VIs, and their temporal gradients, to obtain an ensemble of decision trees.
As mentioned, eight images from path 162 and two images from path 163, having less than 20%
cloud cover, are selected. Therefore, for each pixel, a feature vector is obtained that includes spectral
bands and VIs, along with their temporal gradients. To investigate the effect of multi-temporal image
classification issues by the RF classification, different scenarios are considered according to Table 4.

Table 4. The different scenarios for the RF classification.

Experimental Setup

Forest size (# of trees) 10–1000
Training sample size 10–50%

Missing data Yes No
VIs Yes No

Temporal gradient of VIs and spectral bands Yes No
# of images 1–10

The RF algorithm can generally handle high dimensional data and use a large number of trees in
the ensemble. In RF, each tree in the forest is built and tested independently from other trees. During
training, each tree receives a new bootstrapped training set generated from the original training set
by subsampling with a replacement [43]. Those samples which are not included during the training
of a tree are called out-of-bag (OOB) samples of that tree. These samples can be used to compute the
out-of-bag-error (OOBE) of the tree, as well as the ensemble, which is an unbiased estimate of the
generalization error [44–46].

In the experiments, replacement and OOB are set to 15 times and 33%, respectively. First,
the optimum number of training sample size along with the number of trees are investigated. Then,
the effect of each other items in Table 4 issue is assessed to obtain an appropriate model for the
multi-temporal classification.

Decision-makers aim to measure the crop area from remotely-sensed data in earlier seasons with
appropriate accuracy. Therefore, according to Table 5, based on the desired classes, two cases of
classification are determined by the decision-makers.

Table 5. Two cases of classification.

Case # of Classes Desired Classes

1 3 wheat, barley, other
2 2 (wheat and barley), other

3. Results and Discussion

3.1. Experiment 1: Optimum Training Sample Size

In this experiment the sample size of the training data, set to 10% up to 50% without considering
missing data and only spectral bands of eight images captured on path 162, without their gradient and
VIs, are used for classification. The RF classification is performed with 15 times replacement and with
50 trees (forest size) in case 1. The averages of the overall accuracy (OA) and kappa coefficient [47] are
computed and provided in Figure 6.



Appl. Sci. 2018, 8, 1216 10 of 20

Appl. Sci. 2018, 8, x FOR PEER REVIEW  10 of 20 

 

Figure 6. Overall accuracy and kappa coefficient changes to obtain the optimum training sample size. 

With an increasing training sample size, the OA and the kappa coefficient are improved (Figure 
6). This improvement is not remarkable when the training sample size becomes more than 30%. 
Hence, we selected 30% as the appropriate training size due to the cost of fieldwork.  

3.2. Experiment 2: Optimum Forest Size 

Most of the experiments using RF classification are done with a large number of trees, which is 
time consuming [27,48]. The default tree number of 200–1000 used in some investigations greatly 
increases the computation cost [6]. Hence, the optimum forest size for each dataset should be 
investigated and determined. For this purpose, after measuring the optimum sample size in 
experiment 1, the optimum forest size is also investigated through increasing trees from 10 up to 1000 
trees to reduce the time of further calculations. In this experiment, the RF classification is also 
conducted with 15 times replacement in case 1 using only the spectral bands of all images. As shown 
in Figure 7, the overall accuracy and kappa coefficient were increased by less than 1% after 50 trees, 
up to 1000 trees, but instead, the computation time increased from 165 s to 2176 s (Table 6). Thus, the 
number of optimal trees in this experiment was set to 50. 

  
(a) (b) 

Figure 7. Effect of the number of trees on (a) overall accuracy (OA) and (b) kappa coefficient. 

Table 6 shows the processing time of each RF classifier implementation. As can be seen, by 
increasing the number of trees, required time for each run increases linearly. 

Table 6. Computation time for each implementation of the RF classifier with different forest sizes. 

Forest Size 10 50 100 200 300 400 500 600 700 800 900 1000 
Processing time (s) 88.5 165 268 477 688 907 1117 1329 1551 1758 1963 2176 

  

Figure 6. Overall accuracy and kappa coefficient changes to obtain the optimum training sample size.

With an increasing training sample size, the OA and the kappa coefficient are improved (Figure 6).
This improvement is not remarkable when the training sample size becomes more than 30%. Hence,
we selected 30% as the appropriate training size due to the cost of fieldwork.

3.2. Experiment 2: Optimum Forest Size

Most of the experiments using RF classification are done with a large number of trees, which
is time consuming [27,48]. The default tree number of 200–1000 used in some investigations greatly
increases the computation cost [6]. Hence, the optimum forest size for each dataset should be
investigated and determined. For this purpose, after measuring the optimum sample size in experiment
1, the optimum forest size is also investigated through increasing trees from 10 up to 1000 trees to
reduce the time of further calculations. In this experiment, the RF classification is also conducted
with 15 times replacement in case 1 using only the spectral bands of all images. As shown in Figure 7,
the overall accuracy and kappa coefficient were increased by less than 1% after 50 trees, up to 1000 trees,
but instead, the computation time increased from 165 s to 2176 s (Table 6). Thus, the number of optimal
trees in this experiment was set to 50.
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Table 6 shows the processing time of each RF classifier implementation. As can be seen,
by increasing the number of trees, required time for each run increases linearly.
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Table 6. Computation time for each implementation of the RF classifier with different forest sizes.

Forest Size 10 50 100 200 300 400 500 600 700 800 900 1000

Processing
time (s) 88.5 165 268 477 688 907 1117 1329 1551 1758 1963 2176

3.3. Experiment 3: The Effect of Missing Data in the Training Data

In fact, due to probable presence of clouds in some of the images, information was not available for
cloudy pixels in the classification of multi-temporal images if these cloudy pixels are removed. Thus,
cloudy pixel data, as missing data, will not participate in the classification process. Retrieval of missing
data in images, such as plant greenness peak images, which play a major role in the classification,
is of particular importance and provides information used for classification that is closer to reality.
As described in Step 2 of the Methodology section, all cloudy pixels in training and testing data were
retrieved by the k-nearest method and then classified. Table 7 provides classification results in the case
of eliminating missing data and also in the retrieval mode, then the retrieved pixels were employed in
the RF classifier process. The overall accuracy in the retrieval of missing values is 95.4%, and in the
absence of missing data is 93.2%. The results show an increase of 2.2% overall accuracy and, in total,
the improvement of classification results in the retrieval mode of missing data in the feature space.
It should be noted that all time-series images were used in this experiment and k was set as 7 in
this study.

Table 7. The effect of missing data on the overall accuracy in the RF classifier.

Missing Data
Retrieval OA Kappa Producer’s Accuracy

Wheat
Producer’s Accuracy

Barley
Producer’s Accuracy

Others

No 93.2 85.3 91.5 51.1 97.7
Yes 95.4 90.3 96.5 62.6 98.0

3.4. Experiment 4: Appropriate Image Acquisition Times and Temporal Resolution

One of the challenges in using multi-temporal data is to provide early information about the
cultivation area and crop types for decision-makers with a few images. Hence, at first, only different
sequential times of path 162 were selected to assess which image acquisition times were suitable for
early classification. Then classification was done on case 1 using different combinations of acquisition
time sequences. The summary of using eight combinations of image acquisition times that obtain
acceptable results are given in Table 8.

The best combination, with regards to wheat and barley separation in terms of early detection
and high accuracy, as well as optimum images, is the use of T1 (planting period of wheat and barley),
T6 (highest greenness of wheat and barley), and T7 (barley tends to become yellowish but wheat is still
green) images (Table 8). However, if only the parameter “minimum number of images”, regardless of
the producer accuracy of the barley, is considered, combination 7 represents the best results. In order
to show the effect of the temporal resolution on the accuracy since, after 16 March, the image without
cloud on path 163 was not available, it is proper to examine the effect of increasing the temporal
resolution to the extent of this date because the impact of the use of the May images will be high due
to the closeness to the high crop greenness and will affect the temporal resolution effects.

Some of the pervious researches used MODIS time-series for temporal optimization of image
acquisition [26]. In this research to demonstrate the effect of increasing the temporal resolution of the
LDCM to one week, the images of path 163 (i.e., dates 03-FEB-15 and 07-MAR-15) are incorporated
into the experiment. Therefore, to compare the effects of the temporal resolution, combinations
6 and 10 were compared. As shown in Table 8, if the T1, T3, and T5 images (i.e., Comb. 6) are used,
the overall accuracy and kappa coefficients will be 86.8% and 71.5%, respectively. If the Landsat
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temporal resolution is reduced to one week, then the T2 and T4 images can be used and, according
to combination 10, better results are obtained in less time. In other words, if the time resolution of
Landsat’s images is increased to one week, it can have better results. Of course, it is necessary to
consider that by increasing the temporal resolution of the images to a week, especially when image
acquisition times are near the peak of greenness of the crop, the probability of availability and obtaining
images without cloud will be higher.

Table 8. The (OA) and kappa of the RF classifier using combinations of image acquisition times.
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3.5. Experiment 5: The Effect of VIs and Their Gradient

This experiment aims to demonstrate the effect of VIs and their gradients on the classification
accuracy improvement and their capabilities to decrease the scheduled time for image acquisition.
For this purpose, firstly, NDVI and EVI, as examples of VIs, are considered and temporal signatures of
wheat and barley are computed and depicted in Figure 8 for training data. In Figure 8a,c, the temporal
gradient of NDVI and EVI for wheat and barley are showed. These diagrams may seem very similar
in appearance, but the direction and size of their variations are different from time to time. In contrast
to wheat, barley yields faster and loses its chlorophyll almost three weeks earlier. Then, the temporal
gradient of wheat and barley is computed and given in Figure 8b,d. Although the temporal signatures
of these crops in the first stages of growth are almost the same and have high spectral similarity,
as shown in Figure 8, the temporal gradient at the end of the season can provide appropriate features
for better discrimination. In particular, the temporal gradient between images T6 and T7, which were
acquired on 17 April and 3 May, respectively, could provide the first significant difference between
these similar classes for discrimination. In other words, from 17 April to 3 May, the wheat stands at the
late stage of its growth, while the barley lost chlorophyll more rapidly.

In this research, because of the time series images used, the information from all plant growth
stages was used as new features in the model. Since other crops in the area have a planting time,
greenness peak time, and different harvest time, therefore, the spectral gradients and changes in their
VIs will also be different. The proposed method performed well in distinguishing and classifying other
crops. The main problem was the separation of wheat from the barley due to its similarity with the
general agronomic calendar and the spectral similarity of the two crops.
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In Figure 8a,b, the temporal gradient of NDVI shows that the barley greenness peak time was at
T6 and, since then, the slope of the variation of the VI has been descending and, for wheat, it continues
to rise until T7. The random forest distinguished between the two crops well using the same difference.

After illustrating the VIs and their temporal gradients, the gradient of spectral bands and the
aforementioned VIs (Table 3) along with their temporal gradients (i.e., Equations (1) and (2)) are
incorporated in the RF classification. Figure 9a,b, show the results obtained for 27 combinations of
image acquisition times when only spectral bands are used. In addition to spectral bands, the effect of
incorporating VIs and their spectral gradients obtained by Equations (1) and (2) are given in Figure 9a,b,
in terms of OA and kappa coefficients. As demonstrated in Figure 9, by utilizing the temporal gradient
of spectral bands and VIs, along with their gradients, the OA and kappa values are improved up to 5%
and 9%, respectively.

The results of all of the various combinations of images are shown in Figure 9a,b. In the first
case, only the T7 image was used and the overall accuracy and kappa coefficient were 92% and 82.9%,
respectively. If any of the images are used, the results will be weaker until 17 April. For example,
the results of using the T6 image for overall accuracy and the kappa coefficient were 79.9% and
58%, respectively. In the case in which only two images of time series images were used, T1 and T7
images had better results. In the case in which three images were used, T1, T6, and T7 had the best
results. In addition to reducing the calculation time, as well as using the minimum number of images,
this combination also provides the highest producer’s accuracy for barley (Table 9).
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Table 9. The overall accuracy (OA), kappa, and producer’s accuracy (PA) of appropriate acquisition
times of images with their VIs and the gradient by the RF classifier.
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As shown in Table 9 when only spectral bands are used, there are 24 features. This number is 51
when only VIs are used. If gradient of VIs and gradient of spectral bands are added, the number of
features increase to 102. Processing time column in Table 9 shows that the addition of new features
imposes a low-cost computation. From 27 combinations, three combinations which incorporate the
minimum acceptable number of images such that differentiate classes of case 1 early in the season are
selected for comparison. In this experiment, classification was first done using only a spectral band
data of images. Then vegetation indices were added to the model alone as a new feature, and it was
observed that, by creating these features, the overall accuracy and kappa coefficient were improved
by 1.3% and 2.4%, respectively. In the next step, in addition to the vegetation indices, the TGVI
was added to the model as new features and it was observed that the overall accuracy and kappa
coefficient were improved by 1.8% and 4.2%, respectively. In other words, the production of these new
features increased the overall accuracy and kappa coefficient by 3.1% and 6.6% on average, respectively,
compared to the conventional methods used to date. Most importantly, the barley producer’s accuracy,
which has been reported in the other researches so far [4,26] and in the case of using only the spectral
bands of images, showed a maximum around 70%, but using the proposed method and, in the case
of using the optimized images, the separation capacity of barley from wheat and other crops was
increased by 45.5%, reaching 92.5%. Figure 10 shows the classification map of the time series images of
the studied area according to the optimal conditions in row 6 from Table 7.
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In contrast to Comb. 4, in Comb. 3 the TGVI and TGBS do not improve the PA of barley
significantly. This is due to the similarity between wheat and barley in the early stages of growth.
Therefore, the results demonstrated that the appropriate model is Comb. 6, which utilizes only one
image from the first stage of the growing season and two images from the seasonal change point
of wheat and barley. It is worth noting that compared to Comb. 3, the scheduled time decreases
to 07-MAR-15 in Comb. 7 and yields better results in terms of OA and kappa when the temporal
resolution increases to one week (i.e., two images of path 163 are used).

In the random forest, in order to estimate the importance of the mth variable of tree k,
by eliminating the relevant variable, the decrease of the degree of accuracy of the results is examined.
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In other words, the greater the lack of a feature, the lower the mean accuracy, which indicates a high
importance of that feature in decision-making. In this experiment, all 10 images with all produced
features are included in all models and, for all the features, the variable importance was calculated.
In Figure 11, 24 features with the highest effect have been shown. This means the feature of the ith
image, and TiTj means the difference between the two ith and jth images.
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The results indicate that the TGVI of the two T6 and T7, and then TGVI between the T1 and T6
have the highest importance. In other words, T1, T6, and T7 images have the highest importance
among the time series images. Another important point is that all of the important features shown in
the Figure 11 are due to temporal gradients of VIs and their spectral gradients. Our results showed that
using these new features will improve the performance of the model and the accuracy of the results.
In addition, the ability to detect wheat from barley increases. Also, results showed that among the
VIs and their gradients, the difference between the vegetation indexes STVI3, the subsequent EVI and
MSAVI are the most important features.

Additionally, overall accuracy and the kappa coefficient obtained from experiments 3–4, using
different combinations of time series images and the analysis of variable importance in the random
forest, showed that images at times T1, T6, and T7 have the highest importance in the time series images.

3.6. Experiment 6: The Effect of the Number of Classes

In practice, the classification of all crop types is time and cost consuming. Additionally,
when different scenarios for image classification occur in terms of the number of classes, different
classification results can be obtained. Also, to separate similar crops such as wheat and barley, it is
necessary to use the images of the high crop greenness. In other words, if crops are physically distinct
in terms of phenology and spectral similarity, they can be classified at earlier growth stages.

In research on the classification of agricultural crops, due to the similarity of wheat and barley in
most cases, these two classes are merged into one class [9,30]. In this experiment, the RF classification is
performed on classification case 2 by using the appropriate models obtained through experiment 5 (i.e.,
Comb. 3, Comb. 6 and Comb. 7 of Table 9). The comparative results are given in Table 10. The achieved
results demonstrated that, compared to the classification case 1, the classification accuracy increased
up to 7% in case 2 in terms of OA (i.e., when two classes of wheat and barley are merged into one class).
As a result, when the RF classifier is needed to classify both wheat and barley, Comb. 7 of Table 9 is an
appropriate model which utilizes four images from the first stage of growing season with one weak
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temporal resolution. In this regard, if wheat and barley are considered as a single class versus other
classes, with the use of images associated with 162 and 163 paths, both crops can be classified in March
(at the beginning of the growth stage) with an overall accuracy of 97.1% and kappa coefficient of 93.5%
(Table 10).

Table 10. The overall accuracy (OA), kappa, and producers’ accuracy (PA) when wheat and barley are
merged into one class by the RF classifier.
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4. Conclusions

In this study, multi-temporal images were used to differentiate between wheat, barley, and other
classes using the RF classifier. The goal was to acquire a few images in the early stages of the growing
season rather than images from throughout the growing season. In the study area, 10 images from an
overlapping area between paths 162 and 163 captured over the course of six months were examined.
The experimental results demonstrated that 30% of the data and 50 trees were the optimum training
sample size and forest size, respectively, for the study area. The missing data caused by cloudy pixels
in multi-temporal images were retrieved using the average of the k-nearest cloudless pixels. The results
showed that the OA increased by 2.2% after retrieval of the missing data. When the missing data from
the cloudy pixels are retrieved and classified by RF, the certainty of obtaining labels for these pixels
was less than the certainty of the labels for the cloudless pixels.

To determine the appropriate image acquisition times with which to identify the classes, different
image acquisition times were generated and evaluated. Superior results were achieved when six
images were used, but acceptable accuracy was achieved early in the season when only the first three
images taken were utilized. To demonstrate the effect of increasing the temporal resolution, images
from path 163 were incorporated into the experiment. The experimental results showed that if the
temporal resolution of Landsat 8 was increased to one week, the classification task could be conducted
earlier with slightly better OA and kappa values.

The VIs, TGVI, and TGSB were generated as informative features to differentiate between wheat
and barley. The effect of incorporating these features was assessed with the aim of decreasing the
period of the time series and improving the accuracy. The results show that these new features
improved the OA by 3.1% and kappa value by 6.6% on average. The results showed that TGVI and
TGSB play a major role in the separation of wheat from barley by using only three images. According
to the analysis of the importance variable in the RF classifier, and also the accuracy of the results of the
classification, the most important images were three images of 15 January, 17 April, and 3 May. Also,
results showed that STVI3, the subsequent EVI and MSAVI are the most important VIs. Based on the
knowledge gained from this research, to test this area for the rest of the years, it is enough to only use
the most important ones. The results also showed that if wheat and barley are considered as a single
class versus other classes, with the use of images associated with paths 162 and 163, both crops can
be classified in March (at the beginning of the growth stage) with an overall accuracy of 97.1% and a
kappa coefficient of 93.5%.
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The results of this study are promising for the use of images with high temporal resolution, like
Sentinel-2A and Sentinel-2B, for accurate discrimination in the early stages of the growing season.
Although the use of a constellation of satellites with high spatial and temporal resolution increases the
accuracy, a balance between factors, such as ground sampling size, processing time, accuracy, and early
season crop classification should certainly be considered.
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