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Abstract: With poor peak load regulating capacity, renewable energy generation is intermittent and
fluctuating, which results in the insufficient acceptance capacity of the power grid. Based on the
state-queuing model of aggregate air conditioning loads, this paper develops a control algorithm to
achieve renewable energy consumption and output tracking. The load curves of the aggregate air
conditioning loads can be controlled by changing the initial temperature distribution. Under different
temperature distributions, the load curves represent a fixed fluctuation, which is the basis of output
tracking. A virtual load curve set is established based on the state-queuing model. Regarding
the load curves as basic signals, the expected renewable energy output can be tracked via an
optimal combination of the basic load curves. The validity of the algorithm is testified by numerical
emulation data.

Keywords: renewable energy output tracking; weighted least squares; immune algorithm

1. Introduction

Insufficient peak load regulating capacity of the power grid leads to low utilization of renewable
energy. The reason is that the diversity of the power supply is insufficient in some areas, so an amount
of renewable energy cannot be consumed efficiently. The demand-side load has strong scheduling
potential due to its very large quantity. Therefore, the problem of renewable energy consumption
can be solved if the demand-side loads consume renewable energy actively. On the one hand, air
conditioning loads, electric water heaters, and other thermostatically-controlled loads have great
potential for scheduling [1-4], and they can temporarily store electrical energy in the form of thermal
energy [5-10]. On the other hand, for the users, fine-tuning the working time and temperature,
the thermal control loads have little impact on user comfort; on the power supply side, they can
quickly respond to power dispatching [11]. Recently, there have been a large amount of studies on
renewable energy consumption by thermostatically-controlled loads [12-17].

Pourmousavi et al. proposed a tracking method that does not need to provide status information
of thermostatically-controlled loads to the central control system in real-time, but it is unsuitable for
high-precision tracking [8]. In addition, demand-side loads can also provide a variety of ancillary
services for the power supply side [18]. A two-level optimization dispatching model has been
established in Gao [19]. This paper aims to maximize the benefits of ancillary services and minimize
the dispatching costs.

Before the demand-side loads are used for renewable energy consumption or ancillary services,
they need to be aggregated firstly. At present, there are two main kinds of control methods for
aggregating loads. One is switch control, which changes the power consumption by controlling
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the switching of the aggregate load. The other is temperature control, i.e., changing the power
consumption by the adjustment of temperature settings. Lu has developed a state-queuing model
of thermostatically-controlled loads (TCLs) [20]. Based on the state-queuing model, it controls the
aggregate loads by switching TCLs. An improved state-queuing model is proposed in [21], enhancing
the stability of the model. Switch control is easy to operate and has great potential to participate
in power dispatching. However, the method has many drawbacks, notably its load fluctuation.
The different temperature settings will cause the load fluctuation. In a steady state, a small variation of
the temperature settings will cause load state diversity loss and cause a significant load fluctuation.
Additionally, switch control has a large influence on the users” comfort. Thus, the stability of this
control method needs to be improved and the impact on the users should be taken into account as an
important factor. Callaway proposed an approach that adjusts the air conditioning loads’ temperature
settings in real-time to change the load with an application to wind energy. It realizes renewable energy
consumption and tracking ancillary services in a new way [22]. Based on [22], Bashash established a
bilinear differential equation model for the aggregate loads and designed a sliding mode controller
to realize wind power tracking based on the existing load model [23]. This control method is highly
accurate and has little effect on user comfort. However, it needs to obtain information extracted from
the states of loads and constantly adjust the deviation. This is a closed-loop control and the method is
too complicated [21].

This paper develops a control algorithm based on state-queuing model of aggregate air
conditioning loads on the power grid, with the goal of consuming renewable energy and tracking
renewable energy output. We establish a virtual load curves set based on the state-queuing model.
Then we regard the load curves as basic signals and the renewable energy output as the target signal,
we select the optimal load curves for linear combination by a control algorithm to track renewable
energy output.

This paper introduces the state-queuing model in Section 2 and presents the control algorithm for
providing tracking service in Section 3. The modeling results are discussed in Section 4. The discussion
and conclusion are summarized in Section 5.

2. State-Queuing Model of Thermostatically-Controlled Loads

In this section, a state-queuing model of thermostatically-controlled appliances is developed.
Taking air conditionings as an example, Section 2.1 introduces the equivalent thermal parameters (ETP)
model of a single air conditioning; in Section 2.2, a state-queuing model of air conditioning loads is
established based on Section 2.1, in which the relationship between load and setting temperature range
can be simulated; in Section 2.3, the characteristics of the state-queuing model are analyzed in detail.
Section 2 will then use the characteristics to develop a tracking control algorithm.

2.1. Thermodynamic Model of Single Air Conditioning

An equivalent thermal parameters (ETP) model of air conditioning is shown in Figure 1 [24].
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Figure 1. Air conditioning equivalent thermal parameter model.

C,: air heat capacity (J/°C);
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Cp: mass heat capacity (J/°C);

P: rated power for air conditioning (W);

1: energy efficiency ratio of air conditioning;

R1: ambient thermal resistance (°C/W);

R»: mass thermal resistance (°C/W);

Tour: ambient temperature (°C);

T;y: air temperature inside the house (°C);

Ty: mass temperature inside the house (°C);

Based on the Newton’s cooling law [18,19], the ETP model is simplified to construct a
thermodynamic model of a single air conditioning [18,19]. Equation (1) is the thermodynamic model of
an air conditioning in a closed state and Equation (2) is the thermodynamic model of an air conditioning
in an operating state:

Tyt = Tobt + (Th, — Torhe™ 1)
T}, =TI —yP/UA+ [T — (TH — nP/UA) M @)

where:
e®: heat dissipation function, e= eRC ;
t: time (minute);
At: time step (1 min);
UA: standby heat loss coefficient (W /°C);

C: equivalent heat capacity (J/°C);

2.2. A State-Queuing Model of Aggregate Air Conditionings

When demand-side resources participate in tracking renewable energy output, user comfort
should not be affected. Thus, we convert the user’s usage requirements into parameters and incorporate
them into the model [25].

We set the temperature range required by users to be [T}, Tyax]. Combined with the temperature
range, Equations (3) and (4) can be derived from Equations (1) and (2) if an air conditioning is in the
heating mode. P is the average power of an air conditioning.

Tmin = Tout + (Tmax - Tgut)ST"ff (3)
Tmin = Tout - 17?/ UA+ (Tmax - Tout + 77?/ UA)€TO" (4)
T = Ton + Toff (5)

Equation (5) represents a cycling time of aggregate air conditionings, where 1, is an “on” period
and T,¢f is an “off” period.

There are n air conditionings divided into T groups, one of which operates without interference,
as shown in Figure 2. The state of the air conditioning changes once per minute. The air conditionings
are turned on in the first 1,, minutes and turned off in the next 7, £f minutes. Each state of the air
conditionings corresponds to a temperature range.

Assuming that the control period is 15 min, the “on” period is five minutes and the “off” is
10 min. The state distribution of the T groups of loads in one control period is shown in Table 1. Ty, /T
represents the proportion of air conditionings in the “on” state. It can be found that the proportion is
constant if the temperature range is not changed during the control period. The load capacity of air
conditionings during the x-period is shown by Equation (6).

T
&:;%M) (6)
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Figure 2. Load operation state diagram.

Table 1. Fifteen groups of load temperature state distributions.

State 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 on
1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 5
2 2 3 4 5 6 7 8 9 10 11 12 13 14 15 1 5
3 3 4 5 6 7 8 9 10 11 12 13 14 15 1 2 5
4 4 5 6 7 8 9 10 11 12 13 14 15 1 2 3 5
5 5 6 7 8 9 10 11 12 13 14 15 1 2 3 4 5
6 6 7 8 9 10 11 12 13 14 15 1 2 3 4 5 5
7 7 8 9 10 11 12 13 14 15 1 2 3 4 5 6 5
8 8 9 10 11 12 13 14 15 1 2 3 4 5 6 7 5
9 9 10 11 12 13 14 15 1 2 3 4 5 6 7 8 5
10 10 11 12 13 14 15 1 2 3 4 5 6 7 8 9 5
11 11 12 13 14 15 1 2 3 4 5 6 7 8 9 10 5
12 12 13 14 15 1 2 3 4 5 6 7 8 9 10 11 5
13 13 14 15 1 2 3 4 5 6 7 8 9 10 11 12 5
14 14 15 1 2 3 4 5 6 7 8 9 10 11 12 13 5
15 15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 5
16 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 5

2.3. Characteristics of the State-Queuing Model

The state-queuing aggregation model of the air conditionings per minute is constant without
the temperature range setting changing. However, the temperature setting range sometimes has to
change in practice. Therefore, the relationship between the temperature setting range and the output
characteristics of the state-queuing model needs to be analyzed. The temperature range is divided
into 7,7 = 10 segments and the temperature interval of each segment is called a temperature unit.
When the control temperature range is lowered by six units, that is, the temperature space becomes
[Tin — 2(Twax — Tonin)s Tmax — 2(Tmax — Tonin)], the state changing process of a group is shown in
Figure 3. From Figure 3, it can be seen that some states of the air conditionings have disappeared
and become vacant. There is a state transition phenomenon. State 1 is changed into state 4; state2 is
changed into state 5; state 3 is changed into state 6; states 4-11 disappear; state 12 is changed into
state 6; state 13 is changed into state 7; state 14 is changed into state 8; state 15 is changed into state 9;
and states 10-15 appear vacant.
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Figure 3. Load state transition diagram.

Table 2 shows the distribution of load states after six units of temperature settle down. The shaded
part indicates that the air conditioning’s state is on. It can be seen that the proportion of air
conditionings in the “on” state is no longer equal in each time period. The load of air-conditioning
fluctuates during a control period. If the air conditionings sustain operation for multiple control
periods, it is not difficult to determine that such load fluctuations are periodic. The core of this
phenomenon is that air conditionings which meet the new temperature range are insufficient, thus,
a transition period is needed. When the new temperature range has air conditionings in all temperature
states, it reaches a stable stage. However, 17,,/7 in each time period is no longer equal, that is,
the proportion of air conditionings in the “on” state are no longer equal.

Table 2. Fifteen groups of load state distributions after temperature adjustment.

State 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 on
1 4 5 6 off off off off off off off off 6 7 8 9 2
2 5 6 7 off off off off off off off 6 7 8 9 10 1
3 6 7 8 6 off off off off off 6 7 8 9 10 11 0
4 7 8 9 7 off off off off 6 7 8 9 10 11 12 0
5 8 9 10 8 6 off  off 6 7 8 9 10 11 12 13 0
6 9 10 11 9 7 off 6 7 8 9 10 11 12 13 14 0
7 10 11 12 10 8 6 7 8 9 10 11 12 13 14 15 0
8 11 12 13 11 9 7 8 9 10 11 12 13 14 15 1 1
9 12 13 14 12 10 8 9 10 11 12 13 14 15 1 2 2

10 13 14 15 13 11 9 10 11 12 13 14 15 1 2 3 3
11 14 15 1 14 12 10 11 12 13 14 15 1 2 3 4 5
12 15 1 2 15 13 11 12 13 14 15 1 2 3 4 5 7
13 1 2 3 1 14 12 13 14 15 1 2 3 4 5 6 9
14 2 3 4 2 15 13 14 15 1 2 3 4 5 6 7 9
15 3 4 5 3 1 14 15 1 2 3 4 5 6 7 8 10
16 4 5 6 4 2 15 1 2 3 4 5 6 7 8 9 9
17 5 6 7 5 3 1 2 3 4 5 6 7 8 9 10 8
18 6 7 8 6 4 2 3 4 5 6 7 8 9 10 11 5
19 7 8 9 7 5 3 4 5 6 7 8 9 10 11 12 4
20 8 9 10 8 6 4 5 6 7 8 9 10 11 12 13 2
21 9 10 11 9 7 5 6 7 8 9 10 11 12 13 14 1

Figure 4 shows the air conditionings’ load curves when the temperature range moves up and
down six units, respectively. The red curve represents an upward change in the temperature, and the
blue curve represents a downward change in the temperature. Different temperature adjustments
correspond to different load curves. The diversity of load curves can remain abundant. In practical
applications, this can be achieved only by knowing the temperature range instead of adjusting the
temperature if a certain fluctuating load curve is obtained. The corresponding loads are selected
according to the load temperature state distribution table. Different initial temperature distributions



Appl. Sci. 2018, 8,109 60f16

correspond to different load curves. If such a load curve is regarded as a basic signal, a target signal can
be obtained by superimposing basic signals of different amplitudes and different frequencies according
to the principle of signal decomposition. Therefore, we can make use of the periodic fluctuations of the
air conditioning load to achieve renewable energy output tracking.

1B

on” state

“

The number of units in

Time (min)

Figure 4. Load fluctuation curve.

3. Control Algorithm

Based on the above, the load curves of the aggregate air conditionings can be controlled by
changing the initial temperature distribution of the air conditionings. The corresponding load curve can
be extended by one cycle to obtain a periodically fluctuating load curve. Therefore, a virtual load curve
set Q is established based on the controllable air conditioning loads’ temperature states” distribution
table. The load curves are used as the basic signals, and the renewable energy output is used as the
target signal. According to the signal decomposition principle, signals with different amplitudes and
frequencies can be superimposed to obtain the desired target signal, that is, in accordance with the
actual demand of renewable energy consumption, we select the appropriate load curves to superimpose
in order to track renewable energy output. This control algorithm tracks the energy output in each
period. The redistribution of load resources at each stage can effectively mobilize the load resources
while maintaining the state diversity of the load resources. Load control is more accurate because of
adequate load status.

The first part of this section establishes the objective function based on the actual tracking
requirements; the objective function is divided into two parts: the solving coefficients and the target
optimization. The second part describes in detail that how to solve the unknown coefficients of
the objective function with fixed load curves combination, so as to minimize the objective function.
The third part expands the scope of the solution. Under the condition that the load curve combination
is unknown, the optimal load curve combination is selected in the Q, so that the objective function
is minimized.

Thus, this paper establishes a renewable energy output tracking control algorithm based on the
state-queuing model of thermostatically controlled loads.

3.1. Objective Function

The error during the tracking process is the difference oy between the renewable energy output
and the aggregate air conditioning loads, as shown in Equation (7). Then we establish an objective
function with the goal of minimizing overall tracking error, as described by Equations (8) and (9):

Yo=Ys+7 ()

F = min
j=1

T

[Yo(j) — Ys(j))? ®)
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nuw=§ﬁmymu> ©)
m<T

The cycling time of the tracking process is 7. Y, € R7*! is the renewable energy output during T
minutes. The fitting vector is Y; € R7!, which represents the aggregate air conditioning loads within
T minutes. Load curve combination is Y € R™*™. It represents the m groups of selected load curves.
The coefficient € R™*! is the multiplier of the m groups load curves, representing the number of
controlled air conditionings in each group.

Y; is a T X m order equation. 7 is the number of equations and m is the number of unknown
variables. If there are sufficiently abundant load curves in set Q, the objective function is essentially
an over-determined equation, i.e., m < 7. The least square method is an effective method for
solving over-determined equations. Therefore, this paper uses the least square method to solve
unknown coefficients.

Actually, the fitted value of the controlled loads should not exceed the actual renewable energy
output so as to make no burden on the power grid, and Y;s should be less than Y, (i.e., load deviation
v > 0). Moreover, the multiplier of the load curve represents the required number of loads for each
group and must be non-negative. The constraints can be described as follows:

B(i) >0,i€[1,m] (10)

Ys(j) < Yolj), j € [1,7] (1)
3.2. Solution of the Objective Function

Since the actual data is heteroskedastic, this paper uses the weighted least squares method to
solve the objective function and eliminate the influence of heteroscedasticity. By doing so, the solution
parameter j3 satisfies the Markov estimation [26,27]. Compared with the basic least squares method,
the weighted least squares method adds a weighting factor w to the objective function, which is the
reciprocal of the square of the load deviation at the corresponding point. The improved objective
function and w are:

1
w(ij)=—,j €1, 12
D=t vz < .

F:mﬁgwmnm—nmf

w(j) = m/ j €]
() = L AHY()() (13)
B(i) >0,i€ [1,m]
Ys(j) < Yo(j), j € [1,7]
m<T

The weight coefficient matrix W is:

0 (€%

o

(14)
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Then, using Equation (14), the objective function is recast as:

2
P:mmwn—nf:m4¢Wn—¢Wn)

(15)
= min(Y! - Y!)* = min(Y, — C-B)*
P1
Y, =Y éz =Y-B (16)
Bm
C=VWY (17)

where Y, and Y/ are, respectively, the target vector and fitting vector considering the weight coefficient
W. Y can be recast as Equation (16). In addition the load curve combination Y is treated as the
coefficient matrix.

Finally, a new parameter relationship can be obtained, as shown in Equations (18) and (19):

VWY, = VIWY-B+ (18)

Y,=Y,+v=CB+7v (19)

The process of solving the objective function with weight coefficients is shown in Figure 5. At the
beginning, 5 needs to be initialized. In order to improve the convergence rate of the solution process,
the initial B is set as a weighted least squares solution with inequality constraints and the weight
coefficient is initialized to 1. It can be seen that the load curves are respectively multiplied with the
corresponding B, and the fitting curve Y; is obtained by superposition. Next, Y; is compared with the
target curve Y} to obtain the load deviation and the weight coefficient matrix W. Then, update the
matrix C and the target vector Y, according to W. Finally, we calculate the least squares solution of the
objective function F with constraints and determine whether the end condition is satisfied. If not, we
update 8 using the value obtained by this cycle calculation and repeat the above process.

Load curves Solution Gekithe diffefihce
combination parameter belbueer Yfmd 4

(S TS !
| M (Ton | 'B(] Calculate the weight
I

y2 (Ttm }8(2

coefficient matrix W

v

Update C and Yo'

v

Calculate ffand F

is less than the
threshold ?

Figure 5. Objective function solving module.
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3.3. The Process of Optimization

The coefficient § can be obtained by solving the above objective function. The number of load
curves selected from Q is m. Since the number of load curves in Q is much larger than m, the next
problem is how to select appropriate curves from the set so that the objective function is minimized.
By the optimized solution algorithm, the optimal load curve combination and j can be obtained.

Compared with other optimization algorithms, the artificial immune algorithm has good
parallelism and can be perfectly combined with other algorithms. Additionally, if a comprehensive
evaluation system is used to evaluate the individuals involved in optimization, the generation of
new individuals will be more complex. This can ensure the diversity of the individuals involved in
optimization, and avoid falling into the local optimal, thus, the overall convergence of the algorithm is
excellent and the operation efficiency is high [28-33].

Figure 6 shows the process of objective function optimization. The combination of the load curves
is set to M and the number of load curves contained is m. Firstly, based on the load curve set Q,
an antibody population with size n is randomly generated, and each antibody represents a load curve
combination M. Then, the objective function solution model is used to obtain . We then calculate
the antibody evaluation coefficient and evaluate the antibody according to . Excellent antibodies
are used as the parent antibodies and are preserved. Then we determine whether the optimization
end condition is met. If the iteration continues, a good antibody is used to generate a new antibody
population through crossover and mutation methods until the best load curve combination is obtained.

Antibody group

End ?Yes

Load curves set QQ
b
Evaluate antibody
Store excellent antibodies
Get optimal load curve
combination

| Objective function solving |

Generate new antibody group

Figure 6. Optimization of objective function.

In this paper, each antibody is evaluated by comparing the individual’s desired reproductive rate.
In Equation (20), & is a constant and reproductive rate P is affected by antibody concentration and
antibody affinity. A, is the affinity between the antibody and antigen, which takes the reciprocal of the
objective function F. As shown in Equation (21), the smaller the objective function is, the higher the
affinity becomes. This indicates that the higher the antibody’s recognition of the antigen is, the better
the selected combination M of load curves is. C, is the antibody concentration, which represents
the proportion of similar antibodies in the antibody population. In other word, it is the similar
degree between the different load curve combinations M. Obviously, a high antibody concentration
will increase the individual reproductive rate, but it is not conducive to the diversity of antibody
population. Thus, Equation (21) plays a role in inhibiting high-concentration individuals and ensures
antibody diversity:
P:aA” +(1—a) C (20)
LAy LCo

1 1
Ay = F= (21)

v w()vo(j) — ys()]?

j=1
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C, is obtained by the affinity S, s shown in Equations (22) and (23). In Equation (23), ks is the
number of the same elements between the antibody v and s; the length of the antibody is m:

1
Co = EZ Sos (22)
i€n
Sv,s = k;’;/;s (23)

Figure 7 shows the overall flow of the proposed algorithm. According to the temperature state
distribution table of air conditioning loads, a virtual load curve set Q is obtained. On this basis,
the artificial immune algorithm is used to select the optimal load curve combination. At the same time,
the target function is solved by the weighted least square method, and B is obtained. The fitting curve
is obtained by optimal load curves and B, which can ensure the minimum load deviation from the

target curve. The algorithm can be effectively applied to track renewable energy output.

Initial parameters

Determine the load
temperature status

curves set Q

Generate n sets of M as
antibody population

‘ Get the initial solution }-7

Get the residual between
fitted and target values

l

Calculate the weight
coefficient matrix W

!

Update Cand Y, ‘

‘ Get virtual load ‘

Crossover

and l
mutation

CalculateZand F ‘

Yes

Calculate desired
reproductive rate P

Evaluate antibodies and
store excellent antibodies

‘ Get optimal antibodies ‘

and g

Figure 7. Algorithm flow chart.
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4. Experimental Results and Simulation

In this section, we obtain the performance of the proposed control algorithm in three parts.
Firstly, we set the target value and simulation parameters. We use the 24-h wind power output
data as the target value. Secondly, according to control algorithm in Section 3, we use a real wind
power trajectory within 15 min to simulate in detail, and a tracking trajectory over the period of
a day is provided. Finally, this paper analyzes the simulation error and the performance of the
control algorithm.

4.1. Target Value and Simulation Parameter Setting

The wind power output data was obtained from a wind farm with an installed capacity of 90 MW.
The wind power trajectory is shown in Figure 8.

90 T T T T T T

80 — Wind power output(MW)

70

Power(MW)
o
=

0 200 400 600 800 1000 1200 1400

Time(min)

Figure 8. Wind power output curve.

According to Section 3, the initial parameters of the control algorithm are shown in Table 3.

Table 3. Initialization parameters.

Parameters Values Formula

Population size 50 —
Memory capacity 15 —
Cycle times 50 —
Crossover probability 0.4 —
Mutation probability 0.5 —
Diversity parameter 0.95 —

Reproductive rate — Equation (16)

Ay — Equation (13)

Sy — Equation (15)

Antibody concentration — Equation (14)

4.2. Load Control and Tracking Results

Based on the control algorithm in Section 3, the optimal load curve combination can be obtained
from the load curve set. The simulation control period is set as 15 min. Taking the tracking from
4:00 a.m. to 04:15 a.m. as an example, Table 4 shows the load curve combination calculated by the
control algorithm. The value of coefficient vector § is [0.0282, 0, 0.0049, 0, 0, 0.0154, 1.556, 1.5218, 1.5829,
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0.0022]. This means that it needs 14, 0, 2, 0, 0, 8, 778, 761, 792 and 1 groups, respectively, if the unit
power of a group of loads is 2 kW.

Table 4. Load curve amplitude.

Groups
Time

4 9 20 21 24 26 58 67 77 83

1 6 14 0 0 0 0 2 9 4 1
2 11 12 0 0 0 0 3 10 2 0
3 14 8 0 0 0 1 5 9 1 0
4 14 4 0 0 1 3 7 8 0 0
5 12 1 0 1 3 6 9 5 1 0
6 8 0 1 3 6 11 9 4 2 0
7 4 0 3 6 11 14 10 2 3 0
8 1 0 6 11 14 14 9 1 5 0
9 0 0 11 14 14 12 8 0 7 0
10 0 0 14 14 12 8 5 1 9 1
11 0 1 14 12 8 4 4 2 9 3
12 0 3 12 8 4 1 2 3 10 5
13 0 6 8 4 1 0 1 5 9 7
14 1 11 4 1 0 0 0 7 8 8
15 3 14 1 0 0 0 1 9 5 9

Figure 9 shows the fitted load curve from 4:00 a.m. to 04:15 a.m. After entering the next control
period, the air conditioning loads in the last period will no longer be controlled and it will work at
its original temperature settings. The diversity of the air conditioning temperature states can be kept
abundant. The wind power curve should be handled in advance. After reducing the basic consumption
of other loads, the remaining part will be tracked by air conditioning loads. The fitted load curve can fit
well with the wind power curve. This indicates that the algorithm proposed in this paper is effective.

38.0 T T T T T T
—u— Wind power output
375L —®—Load
37.0
é 36.5 |
g
hg 36.0 +
355 F ./. b
-/
50 bn—n—g—v” 1
34.5 L L L ! . L
240 242 244 246 248 250 252 254

Time(min)

Figure 9. Wind power tracking comparison.

The 24-h wind power output tracking is shown in Figure 10. From Figure 10, the wind power
trajectory over a long period can also be tracked well and effectively.
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90 T U 1 1 T 1
— Wind power output(MW)
Fitting curve(MW) T

80

Power(MW)

1 | | 1 L

1
0 200 400 600 800 1000 1200 1400

Time(min)

Figure 10. Twenty-four hour wind power output tracking.

4.3. Error Evaluation of Experimental Results

Figure 11 shows the tracking error for 24 h. Figure 12 shows the error probability density for wind
power tracking. As can be seen, the error probability is mostly concentrated around 0, and the error
probability distribution in [0, 0.0007] is up to 60%, the maximum error range within 3%. Therefore,
the wind tracking control algorithm proposed in this paper has an ideal accuracy rate. In addition,
compared with other tracking methods, the algorithm has a more convenient control process and the
diversity of loads can be maintained. Bashash et al. [23] proposed controlling the loads by adjusting
the temperature settings of the air conditioning loads, whose error probability is controlled within
5%. However, when the load similarity is high, fine-tuning the temperature settings will cause the
loss of load diversity, and the cluster load will fluctuate greatly. In addition, this method is a process
of closed-loop control. It is necessary to adjust the control signal in real-time and constantly correct
it. The information feedback channel is indispensable and the control cost is too high. However, our
phased plan control method does not require real-time regulation of the load. Compared with [23],
the accuracy of our algorithm is higher with the error controlled within 3%. The diversity of load states
are always abundant and it makes the control process more stable. At the same time, our method is
more convenient to realize. It can be used to track the output of renewable energy, which is of great
significance to load control decision-making.

1.2 | 2}

1.0+ 4

Error(MW)

0.2

]20 1400

0.0 ML) L ADTLA L LN
0 200 400 600 800 1000

Time(min)

Figure 11. Distribution of the error value.
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5. Discussion

Based on the state-queuing model, this paper presents a control algorithm to consume renewable
energy and track renewable energy output. Firstly, a state-queuing model of air conditioning
loads is developed. The aggregate air conditioning load fluctuates after the distribution of the
air conditioning temperature states change. Then, we establish a virtual load curves set based on
the state-queuing model and regard the load curves as basic signals, with the renewable energy
output as the target signal. Secondly, by artificial immune algorithm optimization and weighted least
squares, the control algorithm can select and calculate the optimal load curves for linear combination.
Finally, the performance of the renewable energy output tracking control algorithm is simulated based
on the 24-h wind power output of a wind farm. Simulation results show that the fitting curve can track
the wind power output curve well and the tracking control algorithm proposed in this paper has an
ideal accuracy rate. In addition, the error probability can be controlled within 3%. The tracking control
algorithm proposed in this paper can be applied in tracking and consuming renewable energy and it
provides a new idea for demand-side loads to participate in renewable energy consumption.

In order to make the demand-side loads involved in scheduling coordinate with each other well,
our further work will focus on the combination of different kinds of demand-side loads to enhance the
model stability and the prediction of the load curves.
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