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Abstract

:

Line matching is the foundation of three-dimensional (3D) outline reconstruction for city buildings in aerial photogrammetry. Many existing studies have good line matching effects when dealing with aerial images with short baselines and small viewing angles. However, when faced with wide-baseline and large viewing-angle images, the matching effect drops sharply or even fails altogether. This paper deals with an efficient and simple method to achieve better line matching performance by a pair of wide-baseline aerial images, which make use of viewpoint-in variance to conduct line matching in rectified image spaces. Firstly, the perspective transformation relationship between the image plane and the geoid plane can be established from a Positioning and Orientation System (POS). Then, according to perspective projection matrices, two original images are separately rectified to conformal images, whose perspective deformation of large viewing-angle can be eliminated. Finally, the rectified images are used to conduct line matching, and the matched line segments obtained are back-projected to the original images. Four pairs of urban oblique aerial images are used to demonstrate the validity and efficiency of this method. Compared with line matching on original images, the number and the correctness of the matched line segments are greatly improved. Moreover, there is no loss of time efficiency. The proposed method can also be applied to general UAV (Unmanned Aerial Vehicle) aerial photogrammetry and introduced into matching for other geometric features, such as points, circles, curves, etc.
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1. Introduction


Oblique photogrammetry is a newly developed technology that can effectively create a three-dimensional (3D) model of a city’s buildings. Compared with conventional aerial images, oblique images have their own processing challenges, especially feature matching, due to their wide baselines and large viewing angles. Many scholars have conducted research on point matching for oblique images and achieved reasonable results. For example, affine scale-invariant feature transform (ASIFT) simulates a series of changes in viewing angle and obtains more matched points in the case of a wide baseline [1]; Xiao et al. used a positioning and orientation system (POS) to obtain attitude angles in order to establish affine invariance and to achieve the matching of oblique images [2]; the method proposed by Tuytelaars et al. is based on matching local affine invariant regions, which provides good results for matching under wide-baseline conditions [3]. However, the characteristics of the line and point are quite different, and processing of the line feature is more complex than the point. Therefore, there is some limitation for the application of line matching. In particular, the length of a line segment is relatively long, so the image area involved is relatively large and wide. In this case, the deformation effect caused by the difference in viewing angles of wide-baseline images is relatively more obvious, making it more difficult to match the line segments. Line matching also provides the basis for achieving 3D structural line reconstruction [4,5]. Since the application of line matching is of great significance [6,7,8,9,10,11], it is very important to solve the problem of line matching for wide-baseline images.



From the similarity matching perspective, the existing line matching methods are mainly divided into two categories: those based on the line segment neighborhood’s photometric information (such as intensity, gradient, color, etc.), and those based on geometric constraints of image features. From the number of line segments used for each matching, it can be further divided into two categories: single line-by-line matching and multiple line-group matching. Wang et al. [12] and López et al. [13] in their experiments, created descriptors for each line segment to respectively match the texture information from the gray value distribution. Fan et al. [14], Jia et al. [15], and Klonis et al. [16] separately established geometric constraints for each line segment and the matched feature points in its neighborhood to achieve a good line matching effect. In addition, Zhang et al. combined the texture representation with geometric constraints for line matching, but their method is prone to failure under low-texture or similar textures [17]. A method based on trifocal tensor is used by Schmid et al. to match lines from three or more images; however, their method demands more constraints, therefore many false matches can be eliminated, which also leads to a high level of complexity of the algorithm [18]. There are also some studies online matching specifically for wide-baseline images; amongst them, Wang et al. used line segment groups to create local descriptors that are robust to affine distortions and non-coplanar surfaces [19]. However, this method is time-consuming, and may fail when it cannot find enough line segments or when textures are not abundant. In contrast, Meltzer and Soatto worked on point-like local affine invariant matching [20], which has a good matching effect for large viewing angles, but which is not good at dealing with non-coplanar and complex 3D-structured scenes. Moreover, the two adjacent line segment methods proposed by Li et al. construct ray-point-ray [21] and line-juncture-line [22] structure descriptors. In this method, structured line segments in the first image are used to match with other structured line segments in the second image, so the robustness is relatively strong, and good matching results are achieved. However, it takes a good deal of time to build a pyramid in this way.



The line matching for oblique images is difficult because the results obtained from a wide-baseline have a large viewing angle difference between the two images to be matched. This difference causes the perspective distortion generated in the same area to be inconsistent, resulting in similarity matching of the corresponding lines’ neighborhoods being very low, or even unable to be matched; as such, the line matching effect decreases. Sun et al. used a camera’s exterior orientation elements and the 3D point cloud to find coplanar 3D points around the line segment to construct a homography matrix. This approach eliminates local perspective distortion, but it requires the precise camera orientation elements and known 3D points in advance [23]. Gao et al. employed a disparity map in rectified image space for stereo aerial images [24]. Considering that a POS device is usually situated on an oblique photogrammetric aerial platform, it can provide the camera with initial exterior orientation elements. Therefore, this article contemplates constructing a perspective transformation matrix by using the camera’s interior and exterior orientation elements in the case of unknown 3D coordinates. Firstly, the original two images are projected onto a new object plane (the geoid) by perspective projection matrices to eliminate perspective geometric distortions (including scale and rotation), and rectified into approximate conformal images. Then, line matching is performed on the conformal images. Finally, the matched line segments are back-projected to the original images, thereby improving the line matching effect of the oblique images. This article investigates the feasibility of the proposed method by comparing it with conventional methods. The proposed method adds two steps (rectification and back-projection) to the conventional method, while other processes are exactly the same.




2. Image Rectification Using a Perspective Transformation Model


When the camera displays a 3D world on a two-dimensional (2D) image plane, the projection matrix is used to achieve dimension reduction. Among various projection types, such as orthogonal projection, parallel projection, perspective projection, etc., perspective projection is the most suitable for human sensory vision. Under the perspective projection model, a rectangular planar object in the object space is projected onto the image plane to become trapezoidal or approximately trapezoidal.



According to the perspective transformation model as described above, when the photograph of the same building is captured by two aerial cameras, the rectangular building structure may present the following three situations, as shown in Figure 1.



It can be seen that the two rectangles in Figure 1a are similar; there is no distortion difference, and they have uniform internal grayscale distribution. However, in Figure 1b, the left rectangle has no deformation, but the right rectangle becomes a trapezoid, and its upper region is compressed while its lower region is stretched. However, in Figure 1c, opposite compression and stretching effects appear in the upper and lower areas of the two rectangles. For the red to-be-matched segments, the two line segments’ neighborhood information is consistent in Figure 1a, and matching is easy. In Figure 1b, right line segment’s neighborhood information changes relative to the left, which will cause a certain degree of matching difficulty. In Figure 1c, the relative changes in the neighborhood information of the two line segments are larger, which will lead to greater matching difficulty.



The oblique camera platform and the method of eliminating the perspective distortion effects are described below.



2.1. The Oblique Cameras Structure and the Rotation Matrix Acquisition


The oblique photogrammetric platform selected in this paper contains five cameras. As shown in Figure 2,     C 0     is a down-looking camera, whereas     C 1    ,     C 2    ,     C 3     and     C 4     represent four side-looking cameras whose intersection angles with respect to     C 0     is 45°.



Using the Y-X-Z rotation system, through a series of conversions with POS data, the three angle elements of the camera, represented by omega(  ω  ), phi(  φ  ), kappa(  κ  ), and three line elements, represented by     X S    ,     Y S    ,     Z S    , respectively, can be obtained. The camera’s rotation matrix can be expressed as follows:


    R  =  [       r  11        r  12        r  13          r  21        r  22        r  23          r  31        r  32        r  33        ]    



(1)




where


    {     r  11   = cos φ cos κ − sin φ sin ω sin κ      r  12   = − cos φ sin κ − sin φ sin ω cos κ      r  13   = − sin φ cos ω      r  21   = cos ω sin κ      r  22   = cos ω cos κ      r  23   = − sin ω      r  31   = sin φ cos κ + cos φ sin ω sin κ      r  32   = − sin φ sin κ + cos φ sin ω cos κ      r  33   = cos φ cos ω       



(2)







Under normal circumstances, on a stable aerial platform, the down-looking camera is approximately vertically projected. Similar to a down-looking camera in conventional aerial photogrammetry, the deformation of acquired down-looking image is very small, but the side-looking images show trapezoidal deformation.




2.2. Perspective Transformation Matrix’s Solution and Image Correction


According to the central perspective projection model in computer vision, the relationship of digital conversion between image points and 3D points in the object space is related by the projection matrix    P    [25]:


   λ  x ˜  =  P   X ˜  =  K   [    R   c   | t  ]   X ˜  =  K   [    R   c   | -   R   c   C  ]   X ˜    



(3)




where     x ˜  =    [  u , v , 1  ]   T     and     X ˜  =    [  X , Y , Z , 1  ]   T     are the homogeneous coordinate expressions of the pixel points on the image plane and the corresponding 3D points, respectively, and   λ   is a constant.   K   is the camera’s intrinsic parameters matrix, in which units of the focal length   f   and the image principal points (    x 0    ,    y 0    ) are all expressed by pixel.     R c     is the rotation matrix in computer vision, whose Z axis is opposite of that in the photogrammetric coordinate system used in the Formula (1).   C   denotes 3D coordinates of the camera center in the object coordinate system.




    K =  [     f   0     x 0       0   f     y 0       0   0   1     ]  ,    R c  =  [     1   0   0     0    − 1    0     0   0    − 1      ]   R T   ,  C =  [       X s         Y s         Z s       ]     



(4)





For the aerial data used in this paper, the object coordinate system is a geodetic coordinate system expressed in terms of longitude, latitude, and altitude. Therefore, the Z-axis is perpendicular to the local geoid. Since ground buildings are generally vertical (parallel to the Z axis), top surfaces of many buildings are approximately parallel to the geoid. Therefore, we consider choosing the local geoid as the projection plane, and to conduct perspective transformation with the original image according to the Equation (4) in order to obtain a new image. Equation (4) is simplified below.



The perspective projection matrix is a 3·4 matrix. So, define    P =    [       P 1       P 2       P 3       P 4       ]   T    , then Equation (4) can be expressed as:


   λ  [     u     v     1     ]  =  [       P 1       P 2       P 3       P 4       ]   [     X     Y     Z     1     ]    



(5)







Since the object projection plane is a geoid, its elevation is 0, that is, Z = 0. Consequently, the above formula becomes:


   λ  [     u     v     1     ]  =  [       P 1       P 2       P 4       ]   [     X     Y     1     ]    



(6)







Equation (6) gives the perspective transformation relationship between the image plane and the object space plane, which are consistent with the Equation (3). Let    M =  [       P 1       P 2       P 4       ]    , then the transformation relationship between an image point on the original image and the corresponding image point on the transformed image can be expressed as follows:


   λ  [     u   v   1     ]  = M ⋅  [      u ′     v ′    1     ]    



(7)







Since the Z value is customized, the resolution size of the rectified image obtained through the above transformation is very different from that of the original image. In order to ensure the consistency of the scale, a scale matrix needs to be found.



It is assumed that W and H are the width and height of the original image along-with the coordinates of its four vertices     (  0 , 0  )    ,     (  0 , H  )    ,     (  W , H  )    ,     (  W , 0  )    , respectively. The effective content of the rectified image obtained through transformation is an approximate trapezoid whose corresponding vertex coordinates are     (  u  ′ i  , v  ′ i   )   (  i = 1 , 2 , 3 , 4  )    . Upon finding the minimum value    u  ′  min      and maximum value    u  ′  max      of the four   u   values, the scale factor can be obtained:


   s = ( u  ′  max   − u  ′  min   ) / W   



(8)







The scale-adjusted perspective transformation matrix is:


    M S  = M ⋅  [     s   0   0     0   s   0     0   0   1     ]    



(9)







Now, the conversion relationship between the original image and the rectified image can be finally established through following Equation:


    I ′  =  M S     - 1   ⋅ I   



(10)




where   I   is the original image and     I ′     is the rectified image using perspective transformation.



As shown in Figure 3, the rectangular structure of the building is measured with a red right angle triangle: (a) is photographed by a down-looking camera; (b) is captured by a back-looking camera with obvious deformation, and the rectangle becomes trapezoidal (an approximate parallelogram); (c) is obtained by rectification from (b) using Equation (10), and it can be seen that the trapezoid becomes an approximate rectangle, which is similar to (a).



In the following, line matching will be conducted on the rectified images.





3. Line Matching for Image Pair on the Rectified Image Space


The perspective viewpoint-invariant method proposed in this paper aims to eliminate the problem of large viewing angle distortion of two images under a wide baseline. As mentioned in the introduction, the effect of line matching is mainly related to a line segment’s neighborhood information. Therefore, this paper selects one of the most outstanding line matching methods, which is open source and based on a line-juncture-line descriptor that is referred to as line-juncture-line (LJL) [21]. LJL only uses the line segments extracted from the images, and constructs the feature descriptor according to the information of their neighborhoods to realize the matching of two images. It uses two lines as a group to conduct matching, which intensifies the stability under different circumstances. A brief introduction of the LJL line matching method can be found below.



The general idea of LJL is shown in Figure 4: Firstly, the line segments are extracted from stereo images using the line segment detector (LSD) method [26], then two adjacent line segments are selected in the first image. The intersection point of two line segments is found at a juncture point, and the two line segments and juncture are constructed into one LJL structure. Descriptors in the LJL structure neighborhood are constructed according to the gradient information. Then, the LJL structure in the second image is constructed in the same way. Making the LJL structures of the first image as a reference, the LJL structures in the second image try to match them one by one.



3.1. LJL Descriptor and Similarity Matching


LJL first uses the assumption of the two coplanar adjacent line segments to find the intersection point, after which the LJL structural unit is formed imitating the scale invariant feature transform (SIFT) descriptor and a gradient direction histogram in the local neighborhood of the structural unit is generated, thereby constructing an LJL descriptor. The LJL descriptor takes the juncture at the center and draws two circles with a radius of r and 2r pixels (r = 10 in this paper). These concentric circles are divided into four regions by two line segments. Each zone contains a sector and a ring, and the ring is divided into three sub-regions. In this way, a LJL structure has a total of 16 sub-regions and gradient orientation histograms with 8 main directions established in each sub-region. So, a 128-dimensional LJL descriptor vector is constructed, as shown in Figure 5.



As shown in Figure 5, two line segments     L 1     ( 1 )     ,     L 2     ( 1 )      and juncture     J  ( 1 )      in the left image constructs a descriptor     L 1     ( 1 )    J  ( 1 )    L 2     ( 1 )     . The two line segments     L 1     ( 2 )     ,     L 2     ( 2 )      and juncture     J  ( 2 )      in the right image construct another descriptor     L 1     ( 2 )    J  ( 2 )    L 2     ( 2 )     . Using     L 1     ( 1 )    J  ( 1 )    L 2     ( 1 )      as reference,     L 1     ( 2 )    J  ( 2 )    L 2     ( 2 )      attempts to match it.



Before two descriptor vectors to be compared, LJL firstly uses the crossing angles to discard many false candidates in advance. Suppose     θ 1     and     θ 2     are the crossing angle of two line segments of the two LJLs, respectively, the absolute difference    θ =  |   θ 1  −  θ 2   |     which should be smaller than a threshold is used as the constraint to decide whether they are a correctly matched (   θ = 30 °    in this paper). Then, the distance between the descriptor vector on the right and on the left is compared. Now, supposing     D i 1     and     D j 2     are the   i  th and   j  th descriptor vector in the first image and second image, respectively,     ‖   D i 1  −  D j 2   ‖  ≤  d v     is the criteria to accept the two descriptor vectors as an LJL match; if less than a certain threshold (    d v     = 0.5 in this paper), it is identified as a match. After all the LJLs are matched, the planar homograpy can be estimated from existing matches. Therefore, matching for the remaining individual line segments can be conducted with this planar homograpy.




3.2. Back-Projection of MatchedLine Segments


After the matched line segments on rectified images are obtained using the LJL matching method, they can be back-projected onto original images. Taking a line segment on the left rectified image as an example, it is assumed that    (  x 1  ′ ,  y 1  ′ )    and    (  x 2  ′ ,  y 2  ′ )    are two endpoints respectively, and then the line segment on the original image obtained by the back-projection is:


   l :  [   x i  ,  y i   ]  =  M S  ⋅  [   x i  ′ ,  y i  ′  ]  , ( i = 1 , 2 )   



(11)









4. Experiment and Analysis


This experiment uses four groups of aerial oblique image pairs with POS information as the research object. POS can indirectly provide the camera’s angle and line elements. The LJL line matching method is used to process each group of image pairs. In order to reduce the time cost, the construction of multi-resolution pyramid is not performed in this experiment. In order to demonstrate the effect of the LJL algorithm visually, and to facilitate comparison with the processing effects of wide-baseline oblique images, firstly, a pair of adjacent conventional short-baseline images are selected on one strip for processing, before performing line matching on oblique images as shown in Figure 6. The matching results are shown in Table 1.



The second column in Table 1 represents the number of extracted line segments from each of the two images. The third column represents the number of LJL structure descriptors constructed in these stereo images. There are three values in the fourth column. They indicate the number of correctly matched line segments, the total number of matched line segments, and the matching accuracy rate, respectively. The fifth column represents the processing time. It can be seen that the LJL algorithm has a very good effect on the processing of conventional small viewing-angle aerial images, and the accuracy rate can reach to more than 97%, which can be used as a reference for processing the following wide-baseline oblique images.



The experimental area shown in the first image pair used in the experiment is located in the northeastern part of China. The distribution of buildings in the survey area is relatively sparse, and the elevation difference is obvious. The second, third, and fourth image pairs are located in the same survey area in eastern China, where the buildings are densely distributed. Most of the buildings are relatively flat; however, certain areas contain obvious elevation differences. The shooting angles of the first image pair are down-looking and back-looking. The second, third, and fourth image pairs are respectively down-looking and back-looking, left-looking and forward-looking, and left-looking and right-looking. In order to better display the overall shapes and orientation of the images (before and after transformation), the images shown in the figures maintain their intrinsic aspect ratio with no rotations. Parameters of the four image pairs are listed in Table 2. The four pairs of original images are shown in Figure 7.



It can be seen that many buildings appear rectangular in the down-looking images and approximately trapezoidal in the side-looking images. The circular structure in the down-looking image becomes elliptical in the side-looking images. Perspective transformation matrices are constructed using interior and exterior orientation elements of each image, and the above original images are rectified as new images, as shown in Figure 8.



From the above rectified images, it can be seen that the geographic orientation of every two images in each rectified image pair is the same; that is to say, perspective projections unify the images into the geodetic coordinate system. As a whole, the effective contents of the original images changed into trapezoids in rectified images. Especially for several side-looking images, the perspective distortion effects are large and the trapezoidal effects are obvious. It can also be seen that scenes close to cameras are compressed. The effective contents of down-looking images are approximate parallelograms due to the small viewing angles. Paying attention to the local details, it is observed that the trapezoidal or parallelogram structure (represented by a red rectangle) in the original side-looking image (image pair 3 in Figure 7) becomes an approximate rectangle (Figure 9a) in the rectified image (image pair 3* in Figure 8), and the ellipse (represented by a red circle) becomes a nearly perfect circle (Figure 9b).



Next, the original and rectified images were processed using the LJL algorithm to obtain line matching results. We use several different colors to help distinguish whether one match is correct. The number of correct matches, the total matching, and the matching accuracy rates are displayed directly in Figure 10, Figure 11, Figure 12 and Figure 13, respectively.



Finally, line segments matched on rectified images are back-projected to the original images, as shown in Figure 14. It can be seen that the accuracy and effect of the back-projected line segments are very good.



For convenience of expression, the line matching method performed directly on the original images is called LJL, whereas the method on the rectified images proposed in this paper is called Perspective–LJL. Relevant parameters and line matching results are shown in Table 3.



For depicting of the difference between LJL and Perspective–LJL intuitively, the correct number, the total number, and the accuracy rate of matched line segments (Table 3 are shown in Figure 15).



While analyzing and summarizing the data in Table 3 and Figure 15, the following discoveries are made:




	(1)

	
There is a large gap between the matching results of the four oblique image pairs with respect to the matching results of conventional images (Table 1). The matching accuracy rate is far less than 97%. There are thousands of lines extracted from the two pairs of down-looking and back-looking images; however, only a small proportion of lines are matched. The number of matched line segments is 186 and 166, whereas the accuracy rate is only 62.9% and 79.1%, respectively. Especially in the last two pairs of side-looking images, the baselines are wider and the difference in viewing angles is larger; therefore, the matched line segments are fewer in number, and the accuracy rate is 0% and 13.3%. The data fully reflects the matching difficulty of images with wide baselines and large viewing angles.




	(2)

	
The number of line segments extracted from rectified images is less than that of original images. Because rectified images are resampled and their quality is lower than that of original images, the extraction effect will be worse. At the same time, their effective trapezoidal contents are smaller than the original images’ rectangular contents. For a line extraction algorithm such as LSD, the line segments smaller than a certain length threshold is not used (the threshold value in this algorithm is set to 20 pixels), so some line segments that are compressed to be shorter are discarded.




	(3)

	
The number of LJL structures is directly proportional to the number of extracted line segments; that is, the more line segments are extracted, the more LJL structures can be constructed and the greater probability of matched line segments can be obtained. Although the number of line segments and the LJL structures of rectified images is smaller than that of the original images, the total number, correct number, and accuracy rate of the finally matched line segments is much higher. This is because although the original images have many LJL structures to try to match, due to serious distortions, the LJL structure descriptors to be matched are relatively different. This leads to large differences in descriptor vector distances, resulting in greater difficulty in matching and an increase in the mismatching rate.




	(4)

	
Comparing results of the first and second image pairs, it is found that both of these image pairs are down-looking and back-looking; however, for the first image pair, the correct matching rate is 62.9% under LJL processing, and 79.1% under Perspective–LJL; this is lower than the rate of 78.3% and 93.2% for the second image pair. Meanwhile, for the increase in the number of matched lines (both total number and the correct number), the effect of the second image pair is significantly better than that of the first image pair. In other words, the matching effect of the first image pair and the improving effect of Perspective–LJL on the first image pair is weaker than those observed in the second image pair. By observing the buildings’ distribution and topography in these two surveying areas, it can be seen that the elevation difference of buildings in the first image pair is large. There are many spatial planes with obvious differences, and occlusions are more serious. In the second image pair, most buildings are flatly distributed, and there are uniform deformations. It is appropriate to use a plane to fit the surfaces of these buildings, and the occlusions are not obvious. When the perspective transformation model is used to rectify buildings to a new spatial plane, the deformations can be well rectified.




	(5)

	
Compared to the first and second image pairs, the Perspective–LJL method has more obvious effects on the extra-wide-baseline images of the third and fourth pairs, which fully prove the effectiveness of the proposed method.




	(6)

	
By using the Perspective–LJL method, the matching accuracy rate is improved to 79.1%, 93.2%, 86.9%, and 88.8%, respectively; however, there still exists a gap of improving the matching rate up to 97% of the short-baseline images. This indicates that the perspective transformation model can only eliminate some of the perspective effects, and cannot completely solve the problems caused by large viewing angles.










5. Discussion


Four questions are discussed below. Firstly, on the basis of the comparison between the first and second image pairs, analyzing the impact of building distribution on line matching specifically from the second, third, and fourth rectified image pairs (the second, third, and fourth pairs of images are in the same area and are photographed at the same time). The second question addresses the time consumption of LJL and Perspective–LJL. The third discusses the matching outcomes affected by different POS accuracy. The fourth points out the applicability of Perspective–LJL to all existing line matching methods.



5.1. The Effect of Building Distribution on Line Matching


It is worth mentioning that internal flat areas were chosen (the quadrilateral areas formed by green lines and the image boundary) in the last three image pairs and the outer fluctuant areas with higher elevation difference (the remaining regions outside the quadrangles) as the studied objects. Mismatched line segments of these two different areas are counted from the matched images, as shown in Figure 16. First of all, it can be seen that the numbers of total matched segments in the outer areas are far less than those in the internal areas, but their incorrect rates are as follows. For image pair 2, the number of totally mismatched line segments is 38, and the mismatched number in the outer area is 25, occupying 65.8% of the total incorrect matches. For image pair 3, the total incorrect matches are 52, and incorrect matches in the outer area are 43, occupying 82.7%. For image pair 4, the total incorrect matches are 42, and incorrect matches in the outer area are 31, occupying 73.8%.



It can be seen that the incorrect rates are higher in the fluctuant area than those in the flat area, which is very low. This proves that the rectification effect is obvious for the flat area using the perspective projection model. This can greatly eliminate the distortion of the viewing angle on this flat projection surface, thus improving the line matching effect of the building edges. Although incorrect rates of the fluctuant regions on the rectified images are high, the matching effects are still improved relative to the original images. For these three image pairs, the number of correct matches in fluctuant regions is respectively increased from 21 to 90 in image pair 1, from 0 to 97 in image pair 2, and from 0 to 100 in the image pair 3, as shown in Figure 17.




5.2. Time Cost Analysis of the Proposed Method


The time consumption of the entire processing of the four groups of data is assembled in Table 4. The unit of measurement is seconds. It can be seen that the Perspective–LJL method does not significantly reduce the processing efficiency (as demonstrated by the first and second image pairs) by adding a resampling and back-projection process. It even takes less time than the LJL method (as demonstrated by the third and fourth image pairs).



In this section, the time complexity of the LJL algorithm is briefly analyzed. Since the left and right image processing is equivalent, it is assumed that the numbers of line segments extracted from the two images are both   M  . When constructing a LJL structure in the left image, it is necessary to select a reference line first, and then find a line that can form a LJL structure with the reference line from the remaining   M   − 1 lines. There are     C M 2     combinations. Similarly, there are also     C M 2     combinations for the right image. Then, the function that completes the matching is    T  ( M )  =  C M 2  ∗  C M 2    . The time complexity is    O  (   M 4   )    . Due to reduction in the number of line segments on the rectified images, that is, a reduction of   M  , the line matching by Perspective–LJL takes less time. Although Perspective–LJL takes extra resampling and back-projection stages, linear time consumption is used. Resampling is a linear, pixel-by-pixel transformation through an inverse projection matrix. The back-projection of a line segment is a linear transformation of two endpoints with a projection matrix. Their time consumption is very small; therefore, the overall time costs of processing are better than those of the LJL method.




5.3. Matching Outcomes Affected by Different POS Accuracy


The proposed method depends on the EO (exterior orientation) of the camera. The POS device adopted in this paper is AEROcontrol which is made by IGI Corp (Integrated Geospatial Innovations, Kreuztal, Germany). Its angle-measuring device IMU (Inertial Measurement Unit) is of high accuracy. Angle-measuring precision is 0.005 degree at pitch and roll direction, separately, and 0.008 degree in yaw direction. However, this device is also expensive. In many applications, ordinary POS is more common, and the platform is more unstable on UAVs (Unmanned Aerial Vehicles). So, it is important to find out how many errors of rotations can be accepted.



Image pairs 2 and 3 were taken as test objects. Because the IMU angles are the main factors which affect the POS accuracy, different grades of noise were added to the three rotation angles. To this end, 15 different noisy angles ranging from 0° to 20° were chosen. Figure 18a,b show the number of correct matches and the matching accuracy under different noisy angles, respectively. For a better comparison, the number of correct matches using the LJL method (Figure 18a), which is a constant value of 130, is shown. Similarly, the matching accuracy values of 78.3% are shown in Figure 18b.



From the above discussion, it can be seen that no obvious changes for matching outcomes occur with noisy angles varying from 0° to 2°. It presents a slight decrease, with noisy angles varying from 2° to 5° and 5° to 10°, whereas a drastic decrease happened during tuning up noisy angles beyond 10°. To avoid such uncertainties, it is a good choice to fix the threshold at 5°. That is, when the IMU on a platform can provide an angle-measuring precision higher than 5°, the proposed method can be adopted. Therefore, it is applicable for general UAV aerial photogrammetry.




5.4. Applicability of Perspective Transformation Model to Other Line Matching Methods


It has already been mentioned in the introduction that the current line matching methods mainly include similarity matching based on the photometric information of line segments’ neighborhoods and geometric feature constraints, or matching based on a single line or lines group. The LJL method used in this paper belongs to the photometric, information-based matching approach, but also belongs to the lines group-based approach. It is analyzed and experimentally proven that the photometric information of line segments’ neighborhoods is recovered in the rectified images after perspective projection, which is the main reason for the matching improvement. In fact, it is also effective for the method based on images’ geometric feature constraints. This is because the relative geometric relationships among the various image features are also more realistic, and any constraint condition will be more accurate once an image is rectified as an orthomorphic image. It is the same for matching with a single line or lines group. Therefore, this method is equivalent to improving the image quality from the data source, and will inevitably improve the effect of various types of line matching methods.





6. Conclusions


This paper proposes an improved method for the line matching of wide-baseline images based on viewpoint-invariance. Perspective transformation matrices are established using the exterior orientation elements provided by POS and the original images are rectified into conformal images. By processing images whose distortion effects of large viewing angles have been eliminated, the number and accuracy of the matched line segments can be improved with no loss in time consumption meanwhile. With the better line matching outcomes, more quantitative and more effective 3D structural line information of buildings can be acquainted in subsequent 3D city reconstruction, compared with current state-of-art methods which perform line matching directly on original images. This method can be extended to other close-range photogrammetry fields, as well as the matching of other geometric features, such as points, circles, curves, etc.



This method can be applied to normal UAV aerial photogrammetry. When the angle-measuring accuracy of POS is higher than 5°, this method is recommended in order to achieve better matching results. In some special circumstances, such as low-cost IMU configuration, sharply shacked UAV platform, or sharp turning on MAV (Manned Aerial Vehicle) platform, however, the rotation angles for cameras will deviate significantly. It can be used in several matched point or line features from images to perform the initial orientation of the camera [27,28] or subsequent aerial triangulation [29], which can also obtain the pose information of the camera accurately, to some extent.
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Figure 1. Under ideal circumstances, the imaging situations achieved by stereo cameras of different viewing-angles on a rectangular building structure are as follows: (a) the imaging performance of two down-looking cameras; (b) the imaging performance of a down-looking camera and a side-looking camera; (c) the imaging performance of two side-looking cameras. The red line represents the edge of the building and the line segment to be matched. 
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Figure 2. Five-lens oblique camera structure. 
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Figure 3. Perspective distortion and rectification of the rectangular buildings: (a) the regular rectangle taken by down-looking camera; (b) the deformation under a back-looking camera; (c) the rectified rectangle of the deformed image. 
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Figure 4. Line matching process using the line-juncture-line (LJL) method. 
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Figure 5. LJL descriptor construction and matching. Two red line segments intersect at red dot as a LJL structure, and two black circles define the sub-regions together with green lines. The blue arrows (8 arrows in one cluster) represent the descriptor in each sub-region. 
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Figure 6. The line matching effect of the LJL method on a conventional down-looking image pair. (a) First image; (b) Second image. 
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Figure 7. Four pairs of original images. (a) Image pair 1; (b) Image pair 2; (c) Image pair 3; (d) Image pair 4. The red rectangle indicates a rectanglar building and the red circle indicates a round object, respectively, on the original images. The quadrilateral areas formed by green lines and the image boundary are flat areas and outer areas are fluctuant areas. 
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Figure 8. Rectified images with perspective projection transformation. (a) Image pair 1*; (b) Image pair 2*; (c) Image pair 3*; (d) Image pair 4*. The red rectangle indicates a rectanglar building and the red circle indicates a round object, respectively, on the rectified images. 
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Figure 9. Partial perspective rectification: (a) a trapezoid becomes a rectangle after rectification; (b) an ellipse becomes a circle after rectification. 
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Figure 10. Comparison of the line matching results of the first image pair between original images and rectified images: (a) original images, 117/186/62.9%; (b) rectified images, 238/301/79.1%. 
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Figure 11. Comparison of the line matching results of the second image pair between original images and rectified images: (a) original images, 130/166/78.3%; (b) rectified images, 520/558/93.2%. 
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Figure 12. Comparison of the line matching results of the third image pair between original images and rectified images: (a) original images, 0/14/0%; (b) rectified images, 345/397/86.9%. 
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Figure 13. Comparison of the line matching results of the fourth image pair between original images and rectified images: (a) original images, 2/15/15%; (b) rectified images, 332/374/88.8%. 
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Figure 14. The matched line segments after back-projection to the original images. (a) The matched result on the original image pair 1; (b) The matched result on the original image pair 2; (c) The matched result on the original image pair 3; (d) The matched result on the original image pair 4. 
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Figure 15. Comparison of the correct number, the total number, and the accuracy rate of the matched line segments for four image pairs. (a) the number of correct matched line segments; (b) the number of total matched line segments; (c) the accuracy of line matching. 
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Figure 16. Comparison of the number of mismatched line segments between two different areas. 
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Figure 17. Comparison of the number of correctly matched line segments in fluctuant areas. 
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Figure 18. Matching outcomes with different angles of noise: (a) The number of correct matches; (b) Matching accuracy. 
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Table 1. Line matching results of a conventional image pair.
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	Conventional Images
	Extracted Line Segments
	Line-Juncture-Line (LJL) Structures
	Matched Line Segments
	Time (s)





	Image pair
	465,499
	375,366
	258/266/97.0%
	4.3
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Table 2. Parameters of the four groups of data.
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Data

	
Resolution

	
Pixel Size (um)

	
Focal Length (mm)






	
Image pair 1

	
Down-looking

	
1326 × 1988

	
4.52

	
35.0




	
Back-looking

	
1988 × 1326

	
4.52

	
50.0




	
Image pair 2

	
Down-looking

	
2817 × 1795

	
6.8

	
47.2




	
Back -looking

	
2184 × 1620

	
6.8

	
80.2




	
Image pair 3

	
Left-looking

	
2622 × 1944

	
6.8

	
80.1




	
Forward-looking

	
2571 × 1916

	
6.8

	
80.1




	
Image pair 4

	
Left-looking

	
2622 × 1944

	
6.8

	
80.1




	
Right-looking

	
2613 × 1933

	
6.8

	
80.1











[image: Table] 





Table 3. The comparison of line matching amongst the four pairs of original and rectified images.
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Data

	
Method

	
Extracted Line Segments

	
Constructed LJL Structures

	
Matched Line Segments

(Correct/Total/Accuracy)






	
Image pair 1

	
LJL

	
1459,1459

	
1323,1251

	
117/186/62.9%




	
Perspective–LJL

	
1369,1369

	
1274,1121

	
238/301/79.1%




	
Image pair 2

	
LJL

	
2795,2310

	
2800,1912

	
130/166/78.3%




	
Perspective–LJL

	
2640,2143

	
2636,2025

	
520/558/93.2%




	
Image pair 3

	
LJL

	
2825,2570

	
3221,2046

	
0/14/0%




	
Perspective–LJL

	
2461,2138

	
2877,1760

	
345/397/86.9%




	
Image pair 4

	
LJL

	
2825,2879

	
3221,3196

	
2/15/13.3%




	
Perspective–LJL

	
2461,2779

	
2877,3038

	
332/374/88.8%
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Table 4. Comparison of processing time consumption of the two methods.
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	Time Cost (s)
	Image Pair 1
	Image Pair 2
	Image Pair 3
	Image Pair 4





	LJL
	12.3
	18.0
	20.5
	24.8



	Perspective–LJL
	12.4
	19.5
	19.8
	24.6











© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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