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Abstract: The Smart Grid (SG) is nowadays an essential part of modern society, providing two-way
energy flow and smart services between providers and customers. The main drawback is the SG
complexity, with an SG composed of multiple layers, with devices and components that have to
communicate, integrate, and cooperate as a unified system. Such complexity brings challenges
for ensuring proper reliability, resilience, availability, integration, and security of the overall
infrastructure. In this paper, we introduce a new smart grid testing management platform (herein
called SGTMP) for executing real-time hardware-in-the-loop SG tests and experiments that can
simplify the testing process in the context of interconnected SG devices. We discuss the context
of usage, the system architecture, the interactive web-based interface, the provided API, and
the integration with co-simulations frameworks to provide virtualized environments for testing.
Furthermore, we present one main scenario about the stress-testing of SG devices that can showcase
the applicability of the platform.

Keywords: smart grid testing platform; smart meter; ISO/IEC/IEEE 29119 software testing standard;
hardware in the loop; co-simulation frameworks

1. Introduction

Traditional power grids distributed and managed energy from a centralized system in one
direction, from the energy provider to the customers [1]. With growing demands for reliability and
efficiency of the grid operation, there has been a necessity to develop a more interactive, interconnected,
and dynamic grid model [2]. As a result, smart grids (SGs) improve electricity management by
involving advanced two-way communications and operational capabilities, which allow one to deliver
electricity in a more efficient, reliable, sustainable, and safer way [3,4]. The SG technology regulates
smart devices at consumers’ home and buildings with the aim to save energy and decrease costs [5].

Software testing plays a relevant and significant role in today’s society, to provide reliable and
safer systems [6–8]. However, testing in the context of SGs is extremely complex due to the multi-layer
structure of the overall infrastructure. Many layers need to coexist, each one responsible for different
areas such as communication protocols, information exchange, and service provision [9]. Each of
these layers has to be tested separately and as a whole system to ensure faultless and reliable energy
supply [10]. Furthermore, the nature of SGs as a cyber-physical system involves integration with
hardware devices, making use of modeling and simulations highly relevant to discovering integration
issues at scale [11,12].

Many SG testing/simulation platforms have emerged over the years, focusing on simulating
part of the complexity within SGs, both at the power and at the communication network level [13]:
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Smart GridLab [14], GridSim [15], Smart-Grid Common Open Research Emulator (SCORE) [16],
Smart Grid Testbed [17], and GridLAB-D [18] are some of the main platforms available. In general
terms, the main goal of such platforms is to provide researchers with instruments necessary to
aid in a more reliable comparison of solution designs in the context of the SG infrastructure, be
it communication-, hardware-, or software-related. All these platforms have the ultimate goal to
provide a common testbed for SG implementation capabilities, with the main understanding that the
complexity of SG modeling calls for so-called “co-simulations”: the evaluation of multiple independent
simulations integrated using a software interface [13].

The goal of this paper is to present the implementation details, experiences, and open
issues derived from the development of a platform, a smart grid testing management platform
(herein referred to as SGTMP), that can support SG devices and hardware-in-the-loop testing and
simulations. SGTMP supports test management, test execution, co-simulations of hardware-software
components, test monitoring, and reporting. The platform is focused on closing the gap in current
co-simulation research as discussed in Steinbrink et al. [19], regarding the provision of a configurable,
GUI-supported environment to support cyber-physical systems testing and modeling. SGTMP is a
Java-based web-application with a supporting REST API that can allow one to manage tests and run
hardware/software simulations.

The article is structured as follows. In Section 2, we explain the SG concept and the requirements
for an SG testing environment, together with the support of a testing process. The architecture and
implementation of SGTMP are discussed in Section 3, with details about the integration of testing and
co-simulations, supported by the Mosaik framework [20,21]. Section 4 proposes a deployment scenario
to demonstrate a practical application of the platform for SG components stress testing. Section 5
includes the conclusions and future works.

2. Background

In this section, we cover background and motivation for the creation of SGTMP. We look first
at the context of SG, and we then move to general testing concepts and important requirements for
SG testing as well as the decision regarding which testing processes/co-simulations should be used
within SGTMP.

2.1. Smart Grid (SG)

An SG builds upon a traditional power distribution grid, adding several layers to allow for
smart two-way communication (power and information flows) to improve the quality of provided
services [1]. At its core, communication between SG components is accomplished by connecting
all of the components and sensors into a grid network [3]. An SG can be described through three
main systems: a smart infrastructure system (energy, information, and communication infrastructure
fundamental for the smart grid), a smart management system (providing advanced management
and control services), and a smart protection system (providing advanced grid reliability analysis,
failure protection, and security and privacy protection services) [3].

The complexity of the SG is well represented by the smart grid architecture model (SGAM)
framework, defined by the CEN-CENELEC-ETSI standardization group [9]. SGAM suggests considering
different levels to tackle the SG complexity: the component layer (physical and virtual devices),
the communication layer (e.g., stacking the different protocols), the information layer (modeling of
information), the function layer (provided functionality), and the business layer (business goals in terms
of services provided). All these layers need to be considered for the provision of SG-related services.

The core component for monitoring and source of consumer data for predictions in an SG is a
smart meter (SM). SMs are located at each power distribution endpoint (residential or industrial).
They are responsible for monitoring the power consumption like traditional energy meters; in addition,
they also send usage statistics back to the grid, which allows instant collection of energy consumption
for a given region [4]. Together with other data from the grid, instant power production and a power
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consumption profile can be generated. Over time, a consumption model can be developed, which will
serve as a way to predict power usage over time. The prediction can be used to intelligently change the
power production of non-renewable energy power plants to meet the current and near-future energy
demand, which will help to save resources and at the same time prevent potential blackouts [22].
With the help of SM deployments, the time required to detect these abnormalities is significantly
reduced when compared to a traditional power distribution grid [4,23,24].

One of the main advantages of an SG is the self-healing capability. Therefore, in case of a failure of
a power supplier or distributor, the grid can automatically re-route power across a different network
or send an alert to other power generators to increase their power output [25]. In a traditional grid,
this typically leads to blackouts for the entire distribution region. Another benefit of an SG is that
individual power producers may decide to add electricity to the grid, mainly from renewable resources
(e.g., photovoltaic panels and wind turbines) [25]. By allowing even small-scale producers to sell
energy into the grid, the overall environmental impact of power production from non-renewable
sources is reduced, granting better load balancing during times of peak power usage.

2.2. Smart Grid Testing Requirements

The complexity of the SG poses several challenges that are at the basis of the conception of
the SGTMP software system. This section discusses the requirements for creating an SG testing
environment from the software perspective. The software environment can take care of simulation
orchestration and test result processing and can provide meaningful feedback from each test to the user.

The SG domain encompasses many areas as represented by the SGAM framework [9]. Each of
these areas must be tested in isolation and as a whole system before deployment, when evaluating
system changes or as a continuous testbed for the replication of errors reported from already deployed
infrastructure. SGTMP is designed to adhere to the requirements described in this section to the full
extent allowed by the underlying technologies. We summarize SG testing requirements from a series
of survey papers (Kok et al. [26], Karnouskos and Holanda [27], Wang et al. [28], Hahn et al. [29]).
A summary of the requirements described in this section is in Table 1.

Table 1. Summary of SG testing requirements from the literature.

Reference Criteria Support Requirements

Kok et al. [26] Power flow Real (1:1, scaled); simulated
Kok et al. [26] Data flows Power grid only; information grid only; combined
Kok et al. [26], Karnouskos and
Holanda [27]

Interaction capture RT capture&monitoring; large data volume;
simulation playback

Karnouskos and Holanda [27],
Wang et al. [28]

Topological changes Before test; at simulation start; during runtime,
multiple changes

Karnouskos and Holanda [27] Multi-agent systems One entity; breakdown into components
Karnouskos and Holanda [27] Simulator integration Well defined API; extensibility
Karnouskos and Holanda [27],
Hahn et al. [29]

Entity classification Power producer/consumer/transporter; state reporter;
network intruder; SCADA

Hahn et al. [29] Network requirements Network analysis; packet injection; expose to
simulated intruders

Wang et al. [28] Topology generation Automatic; determine if model generalizes; model future
SG deployments

Wang et al. [28] Testing platform Support different SG topologies

As discussed in Kok et al. [26], at the core of each SG modeling goal, there are aspects of the
power grid (electricity flow) and data flows between entities related to the power grid. Power flow
can be either real or simulated. For non-simulated power flows, the energy is created by actual hardware
(generators powered by turbines, photovoltaic panels, etc.), and this power is transmitted to other
parts of the grid. Another possibility is to use simulated power flow, where all or some of the power
flow is simulated in software. If all of the tested energy distribution devices are virtualized or it is
possible to provide hardware devices with only the simulated readings, this alternative can provide
more significant flexibility in simulated devices. If certain tested devices require power from the grid
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to function, it is possible to take a hybrid approach, in which the power flow is still simulated; however,
the devices requiring power are attached to a generator, whose power output is controlled by the
simulation environment.

From the information exchange side, an SG testing process must consider different device
types: (i) devices exchanging data not attached directly to the power grid (Type ), (ii) devices directly
attached to the power grid not exchanging data (Type B; i.e., not “smart” devices), (iii) devices both
connected to the power grid and exchanging data (Type C), and (iv) intruders (both physical and
virtual, Type D) [26,29]. Each of these device types presents a different challenge for the testing
platform. Type B devices are primarily power lines and transformers without any network reporting
capabilities. They are primarily required for knowing about the entire SG topology and come into
play in system-wide simulations, where all SG components must be tested. Type A devices are part
of the SG and are thus sending data to other parts of the grid, receiving data from other parts of the
grid or external systems. These devices do not have to be software only: they can be, for example,
weather stations used for predicting the power output of photovoltaic panels. By sending commands
to other components, they can influence the state of the SG. In the SG domain, these types of devices
are primarily control systems (e.g., supervisory control and data acquisition (SCADA) control systems).
Type C devices are a combination of Type A and Type B devices; therefore, the simulation environment
must be capable of interacting and simulating parts of both the power grid and the information
exchange network. Type D devices are mainly concerned with simulation and study of cyber-physical
attacks on the SG. By being able to test cyber-physical attacks, it is possible to evaluate SG safety and
identify potential attack vectors. Once an attack is taking place in a testing environment, it can be
further used for automatic anomaly and intrusion detection on the network. Network analysis can be
either real-time, or it can be run after the testing process has finished—if it requires a significant amount
of processing. Additionally, the testing environment should support features such as controllable
packet loss, congestion simulation, and variable network bandwidth.

The evaluation of SG testing is another important requirement [26,27]. Extensive interaction
captures between all of the devices under test, and any outside interactions with the system need
to be considered. No interactions should be done outside of the simulation/testing environment,
since these interactions cannot be captured, reproduced, and analyzed, leading to unreproducible
tests. In an ideal situation, if all of the data exchange and state data is captured, it should be possible
to “play back” the entire testing process or observe the state of any device at a specific point in
time. For long-running tests, this is a critical requirement, as it can be infeasible to re-run the tests
to recreate the exact circumstances of the failure. These requirements lead to the next one: handling
large amounts of data for processing and storage. If the state of the tests has to be recorded at each
specific time, there must be a logging system in place to handle processing of all of this data and
subsequent storage for future retrieval. For real-time systems, the logging system must also process
data continuously for extended periods of time (days to months) without failure. Extensive logging
can also aid in analyzing component or whole system crashes and aid in determining the root cause of
a device failure (e.g., destruction and firmware inoperability) where the device is no longer operational
and data cannot be retrieved directly. Another requirement is being able to view the testing state
and state of the devices during the testing/simulation process to immediately know the state of all
devices. This can be used to detect any possible faults early in the process, saving time.

An SG can be deployed to many locations and it can span several cities, regions, and countries.
It is therefore essential to test an SG not only for one specific topology but for multiple possible
topologies [27,28]. The topology of the SG to be deployed is not always known in advance during
the evaluation phase. It can be desirable to know if the created SG model will generalize to
multiple possible topologies. This result can be accomplished by generating various SG topologies,
either automatically as in [28] or based on real-world data and requirements.

From the point of view of integrating different simulators, the testing platform must support
several types of simulators made by several companies and with no guarantees of compatibility [27].
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The simulators can be single unit systems, communicating through a defined interface (both
software and hardware) or the simulator can be composed of several units, creating a multi-agent
system (MAS) [30,31]. A single MAS can be reduced through abstraction to a single unit system, so the
internals of the MAS can be considered a black box for the simulation. An alternative is to decompose
the MAS into its components and connect them by the simulation framework. The advantage of
this approach is that parts of the MAS can be virtualized/exchanged more efficiently while keeping
other hardware parts for hardware-in-the-loop (HIL) testing. Each simulator can be purely hardware
(e.g., power generator), software (e.g., weather station), or a combination of the two (e.g., smart meter).

2.3. The ISO/IEC/IEEE 29119 Testing Process

Software testing standards/models provide a way to perform tests on a uniform and consistent
basis [32]. Standards allow for test results to be repeatable and reproducible [33]. For the implementation
and usage of SGTMP, we considered the underlying testing process that can be supported, as all the
data models need to be adapted. Several benefits can be derived from the adoption of a testing
standard/framework. From a general point of view, the main advantage is to define and follow
processes and practices that have been applied in similar contexts and proven beneficial over time [32].
Another benefit is to ease the communication among all project stakeholders. This can refer to the
standard to understand the documented steps in the process, allowing long-term process improvement.

There are many testing process models/standards which can be adopted within an organization,
and a full discussion would be outside the scope of this work. More extensive discussions about
characteristics of different testing standards can be found in works by Afzal et al. [32], Garcia et al. [34],
and Garousi et al. [35,36], Swinkels [37], Farooq and Dumke [38], Farooq [39], Abdou et al. [40]. In this
work, we considered the most reported models: Test Maturity Model integration (TMMi), Test Process
Improvement (TPI), Critical Testing Process (CTP), Systematic Test and Evaluation Process (STEP),
and ISO/IEC/IEEE 29119 [32,34]. To support SGTMP, we selected the ISO/IEC/IEEE 29119 standard,
a standard created in 2013, expected to reach full adoption in upcoming years. The standard can
be used for a wide variety of application domains and levels of criticality and is not specific to any
particular life cycle, so it is applicable for testing on projects using sequential, iterative, and agile
approaches [33]. Extensions to the standard and adaptations are expected to emerge over the years:
it is as such expected that more adaptations of standards/frameworks/methodologies will emerge in
the upcoming years, possibly based on ISO/IEC/IEEE 29119, making SGTMP easier to adapt.

The supported testing process is based on ISO/IEC/IEEE 29119 indications (Figure 1). The current
implementation does not support all the steps, but SGTMP was created taking into account possible
extensions. ISO/IEC/IEEE 29119 suggests that a risk-based approach is considered [41]: tests should
be prioritized by the more risky components regarding impact and probability of occurrence.
Test techniques are selected for each test, and test plans can be defined, containing necessary
information about context, tests, the table of risks and their rating, test strategy, staffing, and
scheduling. Test specifications are defined based on the design specification, case specification,
procedure specification, data requirements, and environment requirements. It is important to note
and store all conditions of a test run (such as particular external parameters). Once tests have been
defined, they can be run by the platform by interfacing with the software and hardware devices. The
test controller takes test specifications and requirements and runs the tests. When tests are executed,
different reports and logs are automatically created. These are important to determine the test status
results and cause of possible incidents (e.g., hardware failures).

2.4. SG Simulations and Co-Simulations

One relevant part of SGTMP is the support for SG simulations, as test cases can be too complex to
be managed due to the vast amount of layers, components, scenarios, and device states. SGTMP can
support co-simulations, defined as the coordinated execution of more simulation models with different
representations and runtime environments [19,21]. Co-simulations can be seen as the composition
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of different simulators [42] and are a current trend in the SG domain, as recent research shows
(e.g., Bian et al. [43], Li et al. [44]). As we will detail in the implementation part, SGTMP supports the
Mosaik framework for co-simulations [20,21].

Figure 1. Proposed testing process for SGTMP based on ISO/IEC/IEEE 29119.

2.5. Related Works

To our knowledge, there are no existing platforms that can be directly compared to SGTMP.
The one that is nearest in terms of implementation is the one in Annor-Asante and Pranggono [17],
where a smart grid testbed with low-cost hardware and software is proposed based on the Arduino
microcontroller, XBee radio modules (wireless data acquisition modules), a botnet simulator, and
intrusion detection systems. The aim of the platform is to aid in research and education, similar to
our previous work [22]. However, the focus of the platform in Annor-Asante and Pranggono [17] is
more on cybersecurity and not on the provision of a general management platform for testing and
simulations, as is SGTMP.

Other comparable platforms are SmartGridLab [14], GridSim [15], Smart-Grid Common
Open Research Emulator (SCORE) [16], and GridLAB-D [18], although these platforms are more
focused on the simulation of communication networks within SGs, compared to SGTMP [45].
SmartGridLab [14] proposes a wireless network to emulate a network composed of smart meters,
power switches, suppliers, and appliances. Such a testbed can be used for different scenarios, such as
demand-response energy pricing changes. GridSim [15] allows simulating power grid operation,
control, and communications at the scale required for meaningful SG scenarios. It comprehends
power systems simulations, communication, and control center applications. SCORE [16] is an
emulator platform for both SG power and communication networks. The communication module
supports several wireless communication models and protocols, while the power module can emulate
power flows and energy models. SCORE can be used to evaluate several SG scenarios (e.g., real-time
demand-response pricing changes). GridLAB-D [18] presents a power system modeling and simulation
environment, allowing integration with third-party data management and analysis tools. Compared
to SGTMP, GridLAB-D is more focused on the algorithmic part of simulations, allowing one to model
and simulate various aspects of SGs (e.g., peak load management).
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3. Implementing SGTMP

Based on the requirements discussed in Section 2.2 and the testing process described in Section 2.3,
we implemented SGTMP to support the testing and simulation of SG devices (https://github.com/
mschvarc/SGTMP). SGTMP has several parts, namely the Mosaik Interface written in Python and the
Java-based testing platform. The testing platform encompasses test management and test execution,
viewing test/simulation results, and a web interface. For a technician using the platform, this is the
primary entry point to SGTMP. For developers, there is an extension of the Mosaik high-level Java API
for the integration of existing simulators into this system. Existing Mosaik simulators can be integrated
with little changes required.

3.1. Assumptions

There are some assumption about the overall platform implementation.

1. A test can involve a single component or several interacting components that can be either real
hardware devices or simulated by software simulators. In all cases, SGTMP will allow for the
interaction of the different simulators, with the precondition that the necessary interfacing code
has been implemented (see Section 3.6). One aim of SGTMP is to make this process as simple as
possible, yet it cannot be fully automated to provide more flexibility.

2. The main expectation is that SGTMP can be used to simulate various scenarios to improve
the decision-making process (e.g., analyzing results from thousands of smart meters running
concurrently), mainly aiding for devices of Types A,B,C (see Section 2.2). SGTMP was not meant
as a platform to test cyber-attacks (intruder devices, Type D, Section 2.2), as this would require
different design constraints. However, potentially, other network communication-based simulators
could be integrated in SGTMP (e.g., OMNET++ [46,47]). Such integration was not among the goals
at the basis of the SGTMP design.

3.2. Context

The context diagram of SGTMP (Figure 2) shows the testing system interaction with other
systems/actors. The main actors using the platform can be users/technicians of an SG testing
laboratory that can provide commands and receive feedback about operation results. These actors
can be directly on-site and provide commands to run the simulation/testing sessions. The system
interacts with remote headquarters (if necessary) providing data transfer information and sending
information about throughput, packet loss, and delay. SGTMP needs to interact with data storage
for logs and with any data that needs to be stored to allow for reporting, monitoring, and resuming
of tests/simulations performed. SGTMP interacts with either virtual/physical hardware software
devices: AMM (advanced metering management) and SG devices, which cover the device discussion
in the SG requirement testing part (Section 2.2).

Figure 2. The SGTMP Context Diagram.

https://github.com/mschvarc/SGTMP
https://github.com/mschvarc/SGTMP
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3.3. Platform Architecture

The deployment diagram shows the SGTMP design from a high-level point of view (Figure 3).
The primary component is the SGTMP core module, running within the Java virtual machine.
The functionality is exposed via Java and REST APIs, together with an HTTP GUI server implementing
a subset of the functionality, allowing technicians to upload test definitions containing the SG topology
and the test pass criteria, to schedule tests for execution and inspect the results in a visual form. On the
same server, the Mosaik interface must be running to support a connection to the Mosaik framework
via inter-process communication (IPC). The Mosaik interface, along with Mosaik, is responsible for
communication with other simulators. Each simulator must implement the Mosaik API to be able to
communicate with Mosaik. The implementation of the Mosaik API takes care of communication and
data exchange with both software and hardware simulators. Software simulators can be running on
the same machine, or they can be accessed remotely: the Mosaik API implementation serves only as a
bridge between them. Hardware simulators can be connected to the simulator via a hardware interface
(e.g., RS-232, Ethernet, USB), and the API implementation is responsible for managing the connection
and other administrative tasks. The database server is a data store for storing all of the related test
data, which are generated before, during, and after each test run. The connection between SGTMP and
the database is handled by Java Database Connectivity (JDBC).

In the next sections, we discuss the main implementation details of SGTMP, first covering the
testing management part and how tests are modeled, run, and executed. In the second part, we include
the integration of simulations within the platform through the Mosaik framework.

Figure 3. SGTMP deployment diagram.

3.4. Test Execution and Result Processing

A test represents only a static view of how a test should be run: without actually executing a
test, no data can be gained, nor can a device be tested. A test is only a template from which test runs
are made. It is a main requirement that each test can be executed under repeatable conditions, given
that the data and topology remain unchanged. Once either the laboratory technician or another part
of SGTMP schedules a test for execution, one or more test runs are created. This section describes
what happens to each test run and how the results are evaluated both during and after each test run
and simulation.
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3.4.1. The Test Executor

The test executor is used to initiate the creation of each test run from a single test. All test runs are
initially in the CREATED state and are waiting to be executed. The user makes a request to execute a
new test, and this request is then forwarded to the test executor. After creating all of the test runs (using
a strategy discussed in Section 3.4.2), the test executor then selects test run(s) that can be immediately
executed. For each test run, a new testing process and any other user-specified local processes are
launched. Once it is confirmed that all of the processes are successfully started or have finished (in case
the process merely initiates another process), the testing task can begin. All outputs of the processes
are recorded and stored along with the test run results for later review by a laboratory technician in
case an incident occurred. The test executor is also capable of generating incidents if any of the setup
tasks fail, which can imply that the test must be examined for possible configuration errors.

3.4.2. The Test Run Scheduler

Once a test run is created, its status is set as CREATED. Given that a single test might create
several test runs, depending on the amount of configuration value permutations, it is not sufficient
to start each test run as soon as it is created. Besides, each test/test run has several requirements.
From the scheduling perspective, the most important are the simulator requirements, which describe
the simulators that must be made available for the duration of the test run. Given that it is desirable
to have as many running tests as possible at the same time, test runs must be selected so that they
will not attempt to use each other’s resources, which could result in a deadlock or unpredictable
simulation results. Figure 4 shows the life cycle of an individual test run. The scheduler is responsible
for transitioning test runs into the STARTED stage, ideally with the best efficiency as specified by the
business or SG laboratory metrics [48].

Figure 4. State diagram of a test run execution.

Possible selection strategies include, but are not limited to, the following:

• Maximize test runs: This strategy tries to maximize the number of test runs that can be executed
in parallel by trying to find the best combination of simulator utilization and the number of test
runs. If a solution is found, the result will be the largest possible amount of test runs executed
at once, at the cost of increased selection time; however, test case generation plays a role in the
extensiveness of the test results [49].

• Maximize simulator usage: This strategy is a complement of the “Maximize test runs” strategy.
Here the amount of simulators (resources) is maximized per each test. The reason might be that tests
with more simulators are more important (integration tests as opposed to single simulator tests).

• OS scheduling-based: This strategy uses well-known OS scheduling algorithms for selecting test
runs to execute. The simulation requirements and currently used simulators can be used to ensure
fairness and resource usage optimization. All of the queued test runs for execution are considered.

• Heuristics-based: This strategy uses different metrics from the ones described above for prioritizing
test runs, such as risk or business importance. This aspect can be the Feature priority, where the
highest priority features would be selected first, using a secondary selection strategy for selecting
a test that currently has all of the available resources. Other metrics, such as the maximization of
diagnostic information available per test [50], can be considered.
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For all scheduling algorithms, one important consideration is that the tests involve simulations,
and as such tests cannot be paused once started, only aborted and transitioned to the finished state.
Given the time complexity of the “Maximize test runs” and “Maximize simulator usage” strategies,
dynamically selected strategy combinations could be used. For more complex scenarios, another
process could attempt to pre-compute an optimal solution, taking into account the expected run-time
of currently running tests and the timeliness of another test run to be executed. The process of test
launching can be repeated until there are no more available test runs to perform.

3.4.3. Local Test Evaluators

The local test evaluator is either a separate process with one specific task or another model
attached to an existing simulator. In both cases, the local test evaluator is responsible for evaluating
the state of its attached model(s) and reporting the step-by-step status as pass/fail to the global test
evaluator via standard wire connections. Furthermore, it can send measures to the global test evaluator
if it is desirable to have a finer reporting resolution of what happened during each test step. It is
advantageous to make local test evaluators part of a simulator to reduce the communication overhead
and possibly access internal data that might otherwise have to be transmitted across simulators.

3.4.4. Global Test Evaluators

The global test evaluator is an SGTMP entity which is responsible for gathering all the inputs
from local test evaluators. These inputs include their test status and current measures (if supported by
a given local test evaluator). In each step, the state of all of the local test evaluators is observed; if all
of them indicate a test pass, the global simulator will also indicate a test pass. If there are expected
measures that have been set for a given step, they will be evaluated against the received measures from
local test evaluators. Together, the combination of measures being in range and the test status indicates
whether a simulation completed successfully or not. At the end of the simulation, the simulation
results are stored so that they can be read back by the laboratory technician (Figure 5).

Figure 5. Activity diagram of a global test evaluator.

3.4.5. Test Result Processing

Test result processing consists of determining if any incidents occurred during the test run and
reading back the global test evaluator results. Incidents at this stage are created for different reasons,
like an exception during test execution, no result files found, indicating that the global test evaluator
crashed, and/or non-zero return codes of any launched process. Should an incident occur, the test
run result is marked as OUT OF RANGE to indicate that the test did not finish as expected. If there
were no incidents, the global test evaluator’s final results are processed, and the test run state is set as
FINISHED. The user can then view the results at a later time (Figure 6).



Appl. Sci. 2018, 8, 2278 11 of 23

Figure 6. Activity diagram of a test run in SGTMP.

3.4.6. Boundary Value Testing

Following the ISO/IEC/IEEE 29119 standard [33], we added a way for the user to specify test
boundary values and then run the same set of tests while only changing one value, while keeping
the others constant [51]. In this framework, this is made possible by the use of TestTemplateParameters,
where the user can specify either the boundary values (their minimum and maximum) or string literals,
which will be used as the test parameters. Since each test can have multiple TestTemplateParameters
and each TestTemplateParameter might yield several possibilities, all of their permutations must be
generated for each test; therefore, each new test execution may produce several test runs with different
parameter values from the value domain of each template value.

3.4.7. Logging

A test run can run for hours or even days. It is a requirement to have more information about
a test run than only a simple pass/fail result. Certain conditions may be hard to re-create reliably
(combination of several factors) or too time-consuming to run again (e.g., fault manifests only after
running a simulation for multiple days), or equipment might get damaged in the process, and the
technician must determine the exact cause of this failure from only the data which survived. For these
purposes, a logging framework was added to SGTMP. There are three parts of the logging framework:
test measurement logging, simulator local logging, and Mosaik logging.

Logging of measurements is done by the global test evaluator, which receives all of the tracked
measures for each step and is responsible for evaluating whether they are within the specified range
for each step, as specified by the relationship between test step and the expected result. In addition to
evaluating measures, the component also logs them. These measures are then saved to the database for
future analysis, which can be done for each test step. By allowing the users to view all of the measures
during a test run, it is possible to determine the state of each testing component for any given step
in time.

Each simulator is responsible for logging additional non-measure-related information. If the
simulator was launched by SGTMP, the log file will be directly accessible to the user. Simulators started
and managed outside of SGTMP must handle their log file.

The final logging component is from the Mosaik framework itself. If a simulation unexpectedly
crashes or does not finish, this should be the first log examined. It should contain information regarding
which simulators crashed, whether there were any configuration errors or whether Mosaik process
itself crashed. This log is available immediately after the Mosaik process quits.

3.5. The Mosaik Co-Simulation Framework

Mosaik is an open-source co-simulation framework written primarily in Python [20,21]. It aims to
allow for the connection of multiple independent SG simulation entities into one centralized simulation
grid. In this simulation grid, Mosaik takes care of all of the data exchange between the simulation
entities and ensures simulator time-frame synchronization. Time-frame synchronization is a crucial
feature for all hardware-in-the-loop (HIL) testing frameworks, as all simulation entities can run with
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variable update rate ranging from once every few milliseconds to minutes or hours [42]. By ensuring
time-frame synchronization, all simulation entities can send and receive data from each other without
having to worry about the liveness of the received data. This behavior of Mosaik is classified as
discrete-event simulation [11], since each simulator runs in its process and receives events signaling
the arrival of new data or a request to send data elsewhere.

Mosaik provides a way to connect several independent simulators into one simulation by
providing a single API for the user-supplied simulators (Figure 7). A simulator handles input/output
sharing via the low/high-level API. Each simulator can have multiple models, and each model can
have multiple instances. An example of a simulator can be a program that manages the runtime of
several models or an application that interfaces with one or several hardware components. An example
of a model can be software simulation of a PV panel given a set of input parameters or the individual
hardware components. For some simulation models, allowing various model creations is not possible
(e.g., if there is only one hardware component available and concurrent access is forbidden). For purely
software-based simulators, care must be taken to ensure the given simulator can handle all of the
parallel model processing.

Figure 7. Architectural view of the Mosaik Framework. Reproduced with permission from:
Scherfke et al. [52] .

One of the key advantages of Mosaik is its ability to integrate almost any simulator into the
simulation by implementing the Mosaik API for each simulator. If the user implements the API for
their simulator, the simulator could be almost anything, even a gateway to a completely different
simulation framework such as Simulink (https://www.mathworks.com/products/simulink.html).
Thus in practice, it is possible to combine several simulation frameworks using Mosaik as the primary
data exchange framework. For example, in Mets et al. [53], the possibility of having self-contained
Simulink simulators of photovoltaic panels is discussed along with methods for integration of the
Simulink simulation model into Mosaik, where power grid entities can be simulated, either by native
Mosaik simulators or with user-defined simulators.

The Mosaik framework provides a conceptual abstraction of connecting different simulators,
which allows the user to view all of the simulators as directly connected (Figure 8, logical data flow).
However, due to the need to ensure that data and individual simulation time frames are synchronized,
data must be sent to the central Mosaik server, which takes care of distributing it to the designated
model at the appropriate time. Thus, the real model inside the framework is different (Figure 8,
actual data flow). This approach allows transparent synchronization of both the time frames and data
to be exchanged.

https://www.mathworks.com/products/simulink.html
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Figure 8. Mosaik simulation topology from a logical and implementation point of view.

3.6. Java–Mosaik Interface

To interface with Mosaik from SGTMP, we used a process written in Python. It is launched by
SGTMP as a separate process once all of the required configuration files have been generated. As an
input parameter, it receives all of the configuration files necessary to start an individual simulation:
simulation configuration, list of simulators, list of simulator’s models, and how the models are
connected. First, the process attempts to establish a connection to all of the specified simulators, if
they are an external process, or tries to start a new simulator running locally, based on user-entered
parameters. Because several of these configuration files contain additional information that can be only
known at runtime, they must be passed to the simulators and models during their creation in this part
of the framework. In this phase, all of the asynchronous connection data for each simulator is collected
and then, during their production, sent as part of additional information payload. Each simulator
then receives data describing the models to create. In the next phase, all of the direct connections are
connected in the Mosaik framework. If any connection contains asynchronous data, the information
is extracted from the configuration files, and the connection is labeled as accepting asynchronous
requests. In the last preparation phase, the simulation length and real-time requirements are entered,
and afterward the simulation is started. Once the simulation is finished, either successfully or failed
due to some runtime error, the process will terminate. All of the Mosaik process output is logged,
including the return code: this information is then processed in SGTMP.

3.7. Configuration Generation

To support various setups of SG laboratories and their equipment, SGTMP gives the users
several configuration options which can work best for their requirements. The user can define a
global configuration for SGTMP, containing system information and specific setup information for
each test. Such flexibility allows SGTMP to be deployed on different devices, after configuration.
Internally, SGTMP converts and generates multiple configuration files for each test. The first step runs
a templating engine, which allows replacing placeholder values and substituting their real values
for each test run. Another essential feature is defining the SG topology for each test. Every test
can have several simulators, and these simulators can have multiple models: the user is responsible
for specifying how these simulators and models will be created and how they will communicate
with each other. Once this is defined, SGTMP takes care of the automatic connection between these
entities inside the Mosaik framework. One key addition of SGTMP is that it allows for treating both
direct and asynchronous connection requests equally and for abstracting away these differences in the
provided simulation API, which gives the user better simulator re-usability for multiple scenarios and
SG topologies.

3.8. Enhanced Simulator Connection Support

The Mosaik Scenario API supports wiring two entities by specifying the following two tuples:
<source model, destination model> and <output name, input name> (the details are discussed in Section 3.5).
One major limitation is that no data flow cycles can be introduced into the data flow multi-graph.
Mosaik uses this data flow multi-graph to keep track of the order in whichsimulators should execute
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their step function, and the order data should flow between the simulators. The user’s models must
make asynchronous requests in code, which brings significant inflexibility should the simulation
topology change. The following subsection discusses how SGTMP works around this limitation to
support simulator transparent cyclic data flows.

After specifying the simulators and their models in the relevant XML configuration files, the user
must define how to handle data flows between the entities. SGTMP allows specifying all connections
(both direct and asynchronous) using one unified format and only specifying whether the link is direct
or indirect. The implemented simulators do not need to distinguish between receiving and sending
asynchronous data, as this is now handled automatically inside the AbstractSimulator. The advantage is
that all of the data flows are explicitly specified in one file and are no longer tied to a specific simulation
topology, which tightly couples two or more simulators together. Now all simulators are independent
of the simulation topology and can be re-used in multiple tests. A conceptual model of how the user
has to input topology data is in Figure 9, which shows that the user has to distinguish between direct
and asynchronous wire connections. However, the user does not have to care about these two modes
inside their AbstractSimulator implementation.

Figure 9. Conceptual model of how the user specifies connections between two simulators.

New input is added to both simulators (name-generated from their unique id and input names)
along with a direct wire connection between them. The goal is to facilitate reverse data flow
between the two entities without having to use asynchronous values for the initial data exchange.
After this setup, all asynchronous data will flow through the appropriate asynchronous connection
automatically (Figure 10).

Figure 10. Model of the framework generated simulator connection configuration between two simulators.

3.9. Platform API

SGTMP has two methods by which a developer can interact with the system. The first one is
the Java API, which exposes all of the SGTMP functionality, including test management, test pass
criteria management, launching new tests, and viewing their results. The Java API interfaces directly
the internal platform API to provide this functionality. The API is designed for interaction with the
SGTMP domain objects in a native way. The second method is using the REST API. This method covers
the same functionality as the Java API with only minor differences. These differences are primarily to
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facilitate more natural data representation using JSON and to follow the REST conventions in access
patterns. The SGTMP web uses the REST API to access the platform’s features in a user-accessible way.

4. SGTMP Deployment Scenario—SG Component Stress Testing

This section presents one main scenario that showcases the usage of SGTMP. The objective of this
scenario is to test the interoperability of several SG components when they are connected to one SG
system/environment. Because SGTMP allows data collection from every node in the system, multiple
test cases can be executed during a single test simulation. Each part of the system is connected to
SGTMP for data collection and command transmission.

4.1. SG Topology

The physical test topology is as follows (Figure 11):

• Several energy sources generating electricity for the SG system. These can include photovoltaic
panels, wind turbines, or power plants using non-renewable energy sources. Each of these
energy sources can be created at full scale or virtualized, providing only a simulated energy
production profile for other parts of the system. For example, this whole layer can be emulated
through cheap hardware devices such as Arduino, as described in our previous work in
Schvarcbacher and Rossi [22], providing the benefits of a quick set-up for educational needs.

• Electric distribution lines that collect and transmit energy generated to other parts of the tested
network. Depending on the system setup, transmission losses can be simulated or observed in
this step.

• Several houses in one or more neighborhoods connected to the electric distribution lines.
Each home must have an SM; some can optionally have photovoltaic panels mounted on their
roofs. The energy generated by them can be used inside the house or sold back to the grid.

• Smart meter data concentrators (SMDCs) attached to the endpoints at each neighborhood.
Their amount depends on the specific data collection requirements of the energy distributor.

• The SG main server, collecting data from SMDC to run aggregated analytics on the data and
respond appropriately.

Figure 11. Logical test topology.

The logical test topology extends the physical one by adding an SGTMP monitoring node to
each device or replaces a physical device with a simulated device controlled directly by SGTMP.
For hardware devices which require inputs from other devices, these inputs can be either simulated or
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created by various generators controlled by an SGTMP node. A single device can be tested in isolation,
where the rest of the environment is fully simulated. Using a similar principle, only certain parts of the
SG topology can be simulated to remain as close as possible to real-world deployments when using
hardware. Using the above-described topology, it is possible to perform different tests on each device
or at a whole SG level, either per test or at once.

4.2. Test Execution

In this test, the power production is accomplished by using SGTMP controlled photovoltaic
panels, based on the prototype described in Schvarcbacher and Rossi [22], where a node for testing SG
components was presented. The SG topology in this scenario includes multiple power sources, energy
distributors, and energy consumers. Electrical energy is created by using various power production
nodes, which consist of a PV panel with an LED array enclosed in a light-proof container. Each of
the LEDs is individually controllable, which enables fine-grained control of the light levels inside the
container. If enough LEDs are present, a full day–night light cycle profile can be simulated with a
light-level resolution depending on the possible Watt output combinations of the LEDs. The power
output from the PV panel is then routed outside the container to be used in other parts of the SG
system as an energy source. The power production node is a self-contained system controlled only by
the simulation platform. In this way, the testing platform can have full control of the energy available
for simulation in the SG. By using several of these power production nodes, it is possible to simulate a
power grid from various geographical locations with different power outputs sending energy to the
energy distribution network. By using an entirely controlled energy source, it is possible to simulate
different weather and light conditions and in turn observe their effect on the network.

In this scenario, all systems use real hardware, with power production nodes scaled down for
ease of use and setup. The power production node is similar to the one described in Schvarcbacher and
Rossi [22]. SM and SMDC are prototype devices provided by an energy distribution vendor for testing.
The devices are connected to both the physical energy grid and SGTMP for monitoring and control.

The main focus of this test involves the testing of the SMs attached to the houses and the SMDCs.
The SMDC need to be able to handle the data collection from multiple SMs at once without losing data
or crashing due to data overloading. Additionally, SMDCs must forward the received data to a central
collection server in periodic intervals to enable different parts of the SG infrastructure to respond to
currently happening events. Each SM in the network is instructed to send their observed data by an
attached SGTMP node to their SMDC. The performance of the SMDC is examined and evaluated using
criteria including data loss, maximum responses processed per unit of time, accuracy and percentage
of data sent from SMDC to the central collection server. If network losses are ignored, then the SMDC
should collect all of the SM data, aggregate it and forward to the central server. Depending on the
energy provider criteria, these parameters should not fall below a certain threshold, under which
the test is considered a failure. As an example, if the SMDC stops processing any new data from SM
following a larger than expected data size (simulated overload), the vendor can be notified with the
situation description including the full simulation data set for their tests.

On a low level, SGTMP must instruct the SMs to send data to the SMDC and then measure the
used power coming into the house and out of the house (if PV panels are available) to verify the
accuracy of data reporting. On the SMDC side, the performance of the SMDC is monitored, including
the data sent out of the SMDC to confirm the correct functionality of the data collection process.

4.3. Simulation Results Overview

The user can perform all of the required tasks using a web browser in the SGTMP GUI.
These include creating and editing tests along with defining their test pass criteria and the SG topology.
All test definitions can be viewed and modified. From there, individual tests can be started, and their
progress examined. The final results can be observed, which provides an overview of all the executed
tests including their pass/fail status (Figure 12). A more detailed view, as shown in Figure 13, is also
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available for each test run, which contains detailed logs collected from each SGTMP node during the
simulation. This data can be used to run further analysis outside of SGTMP, such as aggregation and
analysis of multiple test runs using tools which are suitable for the user. This data is in JSON format to
simplify the analysis of recorded data.

Figure 12. Overview of test runs for a given test definition.

Figure 13. Details of a test run including simulator view and observed measures for each simulator.

From the collected data, we showcase some of the results created from the observed measures.
One example is testing the performance and reliability of the SMDC component under changing
network conditions. For this experiment, we used a virtualized SM featuring only the necessary
network communication capabilities. These SMs were then requested by SGTMP to send out their
payload at the same time to the SMDC, to create a burst traffic load on the network and SMDC.
The goal was to determine the behavior (response time per request and reliability) of the SMDC in
the worst case scenario in which all SMs send data at once. Figure 14 shows the behavior of a single
SMDC under an increasing number of burst data transmitted. Such increase in requests can be defined
according to the needs of the tests.
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As another example, to test the SMDC under sustained load, we used two hardware SMs
connected to a single SMDC. SGTMP instructed each of the SMs to send requests to the SMDC
in constant intervals, distributing the requests in a round-robin way between the two SMs. The results
of an SMDC in more realistic continuous load are shown in Figure 15.

Figure 14. Single burst response time of an SMDC in milliseconds as the average of all requests under
varying number of simultaneously sent requests. Five trials performed.

Figure 15. Response time of an SMDC in milliseconds as the average of all requests under increasing
number of requests per second. Requests are uniformly distributed. Five trials performed.

4.4. Other SGTMP Usage Scenarios

SGTMP is not only limited to the testing of real/virtualized devices. It can be used as a standalone
platform to train and then verify machine learning (ML) models for SG components. One example is
the development of an SM enhancement to work with variable energy prices (determined by current
energy availability) throughout the day. One application is heating water inside a boiler with hot water
storage for use throughout the day, optimizing for maximum instant hot water availability or hot
water availability at a given time with the lowest price possible. For houses with PV panels, another
variable is whether the excess energy should be sold to the grid or used for other planned household
tasks. The SG topology in SGTMP for training consists of a power grid providing current energy
prices (to which power from PV panel units can be sold), a single SM, an electric water heater with
water storage tank, and an optional PV panel unit. The advantage is that, in this setup, there are no
hardware components and it is possible to run faster than real-time, allowing quicker data generation.
The generated data can be used to train the ML model either off-line, using the data captured in
SGTMP or training can be done during an SGTMP test run.
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The result of training an ML model using a single SM is shown in Figure 16, which shows how
each generation progressed in optimizing the cost function. The model was trained to optimize the cost
function, which was the total amount of currency used to heat the water and amount of water above
the required minimum for use in other household requirements. Models not meeting the minimum
level of water needed at the required time in the day cycle were penalized. The training data was based
on taking the prices of electricity in a fixed region over a one-week period with one-hour resolution
and cycling this data for the duration of the supervised learning period. Once the learning phase was
completed, the resulting model was fixed and placed into a development model of an SM. SGTMP
was then used to verify the new SM algorithm for controlling linked smart home appliances—in this
case, the water heater based on the state of the energy grid. In the future, we could expand this model
to add more input variables to the model and control multiple smart appliances at the same time.
This scenario demonstrates how SGTMP can be used for the initial SM prototype development inside
an SG, using SGTMP in the first phase to gather data and in the second phase to verify the application
of the prototype inside the created SG topology.

Figure 16. The development of the cost function in SGTMP environment across multiple model
generations (lower values are better).

5. Conclusions

In this paper, we introduced a smart grid testing management platform (herein referred to as
SGTMP) for the execution of real-time hardware-in-the-loop SG tests and simulations that can help to
improve the overall reliability, resilience, availability, integration, and security of the SG infrastructure.
SGTMP is composed of a Mosaik interface written in Python and a Java-based testing platform
that includes test definition, management, scheduling, execution, visualization, and other aspects
supported by a web-based interface. We presented the central architecture, the testing management
components, and co-simulation interfacing, together with the usage of the platform through an SG
component stress testing scenario. Furthermore, we discussed briefly further scenarios (e.g., data
model verification/optimization) that can extend the benefits of real/virtualized devices testing
provided by SGTMP.

There are several enhancements for SGTMP that are under evaluation, such as the addition
of a domain-specific language (DSL) for the configuration (similarly to Nägele and Hooman [54],
Nägele et al. [55]), allowing more natural creation and understanding of the models, resulting in faster
development of simulation/testing scenarios. Another direction is to evaluate other co-simulation
frameworks, looking at the implications for the interaction with power and communication simulators.
Many co-simulation frameworks can be considered [13], however, they differ by several criteria, like
the type of synchronization offered (discrete events, time stepped, etc...), or like the degree of real-time
and HIL support—among other characteristics. Giving support to other co-simulation frameworks
can make SGTMP more flexible, at the expense of increased complexity.
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REST REpresentational State Transfer
HTTP HyperText Transfer Protocol
GUI Graphical User Interface
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