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Abstract: We proposed a texture mapping technique that comprises mesh partitioning, mesh
parameterization and packing, texture transferring, and texture correction and optimization for
generating a high-quality texture map of a three-dimensional (3D) model for applications in
e-commerce presentations. The main problems in texture mapping are that the texture resolution
is generally worse than in the original images and considerable photo inconsistency exists at the
transition of different image sources. To improve the texture resolution, we employed an oriented
boundary box method for placing mesh islands on the parametric (UV) map. We also provided a
texture size that can keep the texture resolution of the 3D textured model similar to that of the object
images. To improve the photo inconsistency problem, we employed a method to detect and overcome
the missing color that might exist on a texture map. We also proposed a blending process to minimize
the transition error caused by different image sources. Thus, a high-quality 3D textured model can be
obtained by applying this series of processes for presentations in e-commerce.

Keywords: conformal mapping; mesh parameterization; mesh partitioning; pixel extraction;
texture mapping

1. Introduction

Two-dimensional (2D) images are commonly used for product presentations in e-commerce
because they can reveal the object’s texture and are easy to process. However, as 2D images can display
only limited views of an object, it may be possible to capture hundreds of 2D images and orient an
image at any viewing angle via a web viewer [1]. However, storing and displaying so many images
while maintaining high image quality would have huge memory requirements. In addition, the actual
three-dimensional (3D) shape and dimensions of an object cannot be obtained in this representation.
3D image-modeling technology is a technique for reconstructing the 3D model of an object by using
multiple 2D images while maintaining its texture on the model (called 3D textured model hereafter).
If its texture quality can be comparable to that of 2D images, this technology could be used to replace
2D images for product presentations, because a 3D textured model requires less memory and can freely
be oriented in 3D space.

Product presentation usually requires a dedicated photography device to catch high-quality object
images with known position and orientation in 3D space. The object images can be obtained using
a single-camera device that applies a digital single-lens reflex (DSLR) camera to capture an object
placed on a turntable, or a multi-camera device that applies several DSLR cameras mounted on an
arm to capture an object placed on a turntable from different angles. These devices can position the
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camera precisely such that the camera information can be calibrated. The object on the turntable can
also be oriented to capture object images in different views. These devices also provide a controlled
environment, for example, single background color and adjustable lighting, such that the object images
and the background color can easily be separated. As these devices are already used in the field of
product presentation, we use them as the image source of the 3D-image modeling technology.

3D image-modeling technology primarily involves the generation of two kinds of information,
the 3D model of an object and its texture map. The former employs triangular meshes to describe the
object’s surface geometry, and the latter describes its color information. There is a mapping between
the 3D model and the texture map such that when the model is displayed in 3D space, accurate object
texture can be displayed accordingly. Approaches to generating 3D models from multiple images can
be classified into two groups: shape-from-silhouette (SFS) and shape-from-photoconsistency (SFP).
The SFP approach has received extensive attention because it can simultaneously yield a 3D geometric
model of an object and its texture map. The main idea of this method is to generate photo-consistent
models that can reduce some measure of the discrepancy between different image projections of their
surface vertices [2–4]. The main advantage of the SFP approach is that it can generate fine surface
details by using photometric and geometric information. However, the reliability of the SFP approach
remains a problem because the texture quality can easily be affected by environmental factors such as
noise in the colors, inaccuracies in camera calibration, non-Lambertian surfaces, and homogeneous
object color.

However, the SFS approach is a common method used to estimate an object’s shape from images
of its silhouettes [5–7]. This method is essentially based on a visual hull concept in which the object’s
shape is constructed by the intersection of multiple sets of polygons from the silhouettes of multiple
2D images. With a sufficient number of images from different views, this method can yield an
approximate model to describe the outline shape of an object. However, this model is not yet suitable
for visualization due to the following two reasons. First, the SFS method can produce visual features
on the 3D model, such as sharp edges and artifacts, which do not exist on the real object surface; some
virtual features may be sufficient large to affect the outline shape. Second, concavities on the object
surface are often formed as convex shapes because these are invisible on image silhouettes. Therefore,
a quality improvement method must be implemented to remove virtual features while recovering
the smoothness of the model [8]. The removal of artifacts is particularly important because they are
difficult to detect and eliminate.

Texture mapping generally includes multiple techniques, such as mesh partitioning, mesh
parameterization, texture transferring, and correction and optimization, which are related to each other
and affect the texture quality. Research in mesh partitioning can be summarized using several different
approaches. Shamir [9] categorized several methods of mesh partitioning according to segmentation
type, partitioning technique, and segmentation criterion. Segmentation type refers to surface-type and
part-type. Surface-type mesh partitioning is commonly used in texture mapping [10–12] because it
can prevent large distortion in mesh parameterization. Mangan et al. [13,14] and Lavoué et al. [15]
proposed a constant curvature watershed method to separate a mesh model into several regions.
Other applications of surface-type partitioning include remeshing and simplification [16], mesh
morphing, and mesh collision detection [17]. Part-type mesh partitioning is commonly used for part
recognition on a mesh model composed of multiple parts. Mortara et al. [18,19] proposed a partitioning
method by applying the curvature information at the transition of different parts to decompose a mesh
model. Funkhouser et al. [20] proposed another method by establishing the database of some known
parts for the separation of a mesh model. Partitioning techniques include region growing, hierarchical
clustering, iterative clustering, and inferring from a skeleton, which can be implemented either alone
or together. Segmentation criterion approaches include dihedral angle or normal angle, geodesic
distance, and topological relationship, which can also be implemented either alone or together.

Mesh parameterization was classified in accordance with distortion minimization, boundary
condition, and numerical complexity [21,22]. Distortion minimization can be summarized based on
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three types: angle, area, and distance. For angle minimization, an objective function is formulated
to minimize the distortion of 2D meshes on the UV domain. Several methods can be employed for
angle minimization. Lévy et al. [11] proposed a least-squares approximation of the Cauchy-Riemann
equations to minimize both angle and area distortion on 2D meshes. Desbrun et al. [23] presented
an instinct parameterization to minimize angle distortion. These two methods allow free boundaries
and linear numerical complexity. Sheffer et al. [24] optimized the angles on the UV domain based on
angle-base flattening. This method sets constraints on the topology of triangular meshes to preserve
the correctness of 2D meshes. Sheffer et al. [25] proposed a hierarchical algorithm to improve the
optimization efficiency for the case of huge triangular meshes, and Zayer et al. [26] proposed a
method to solve the optimization problem for a set of linear equations that were derived based on the
angle-base flattening approach with a set of constraints specified. In addition, the barycentric mapping
is commonly used for mapping 3D meshes onto the UV domain in mesh processing. Tutte [27,28]
proposed an algorithm to embed a 3D mesh onto the UV domain by evaluating the barycentric
position in terms of its neighboring meshes. Eck et al. [29] proposed an algorithm to calculate
the multiresolution form of a mesh via a barycentric map. Floater [30] applied a “shape-preserve”
condition for the barycentric map to preserve the shape of 2D meshes on the UV domain. Floater [31]
and Floater et al. [32] further applied mean-value weights for the barycentric map to preserve the
shape of 2D meshes. For all above-mentioned barycentric mapping, the boundary is fixed and the
numerical complexity is linear, which is not suitable for texture editing. For texture mapping, a method
of free boundary is more appropriate as it can ensure that the boundary of each island of 2D meshes
is close to the real profile, making the texture editing easy. Some other approaches have focused on
minimizing the area distortion [33] and distance [34].

For texture map generation, the main idea is to deal with the texture transferring problem.
Niem et al. [35] proposed a texture transferring method by identifying the most appropriate image
source for a group of meshes. They also minimized the color inconsistency at the transition of
two different groups and synthesized the invisible meshes using the color of neighboring pixels.
Genç et al. [36] proposed a method to extract and render the texture dynamically. The extraction
was implemented by horizontally scanning the pixels and rendering every color onto the meshes.
Baumberg [37] proposed a blending method to handle the color difference between two different
images. The images were separated into high and low bands; the low band images were averaged
to minimize the color difference, whereas the high band images were kept to preserve the outline
profile. In addition, texture synthesizing is commonly used to improve the transition between different
textures. Efros et al. [38] proposed an image quilting method to quilt together different texture patterns.
They extended the boundary of each original pattern and calculated the minimum color difference
on the overlapping area to find the new boundary between two patterns. Wei et al. [39] proposed an
algorithm to synthesize the texture pattern based on deterministic searching and use tree-structured
vector quantization to improve the efficiency. These two approaches focus mainly on the transition
synthesis between two texture patterns.

2. Problem Statement

For product presentations in e-commerce, texture quality is the most crucial issue to investigate
because it directly affects the visualization effect. Ideally, the texture quality at any view in 3D space
should perfectly match that of the corresponding 2D image. Actual texture on the 3D model, however,
is usually worse than that of 2D images, mainly because individual texture on the 3D model comes
from different image sources. A 3D model reconstructed using multiple images of an object is only an
approximation of the object geometry. The camera model and calibration method used to estimate the
camera parameters might yield additional errors in the position and orientation of the object images.
These errors, combined with errors caused by the texture mapping process, might lead to discrepancy
between the texture of the 3D model and the real object. Any defect in the 3D texture could negatively
impact perceptions of the product being presented.
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The following are typical problems involving the 3D texture:

1. Reduced texture resolution: The texture resolution at any view in 3D space is worse than that of
the corresponding object image, primarily because of inappropriate scaling of the pixels between
the real image domain and the texture mapping image domain.

2. Missing color on some mesh regions: All 2D meshes on the texture domain should ideally
be color-filled, but some may be missed if they are beyond the boundary of the object image,
primarily because of insufficient accuracy of the 3D model, especially for those meshes near the
image silhouette.

3. Photo inconsistency at the transition of different image sources: Photo inconsistency usually
occurs along the boundary of different groups of meshes, with each group textured by different
image sources. This problem is the combined effect of insufficient accuracy of the 3D model and
the camera parameters.

Thus, we develop a texture mapping algorithm that focuses on detecting and removing
these problems.

The objective of this study is to develop a high-quality texture mapping algorithm that can be
combined with a 3D modeling algorithm to generate the 3D textured model of an object for use in
e-commerce product presentation. High-quality texture here indicates that the texture at any view
in 3D space should be as close as possible to that of the corresponding 2D image, which mainly
requires maintenance of the resolution on the texture and elimination of photo-inconsistent errors at
the transition of different image sources. A general texture mapping process comprising the following
three techniques is proposed: mesh partitioning, mesh parameterization and packing, and texture
transferring. Specific efforts are made at each step to initially eliminate problems that might affect
the texture of the 3D model. To further reduce the discrepancy of the texture owing to insufficient
inaccuracy of the 3D model and camera parameters, a correction and optimization algorithm is
presented. The entire texture mapping process is fully automatic and is intended to be used for all
kinds of objects.

The main contribution of the proposed texture mapping method is as follows. First, we enhance
the techniques of converting 3D meshes onto the UV domain so that the shape of most 2D meshes can
be preserved and the finest resolution can be obtained in texture transferring. Three main techniques in
converting 3D meshes onto the UV domain are mesh partitioning, mesh parameterization and packing.
In the proposed mesh partitioning algorithm, a novel chart growth method is proposed to partition
3D meshes iteratively so that each chart of 3D meshes can be as flat (disk type) as possible, which can
reduce the error of 2D meshes in mesh parameterization. In the proposed mesh parameterization
algorithm, a novel conformal mapping method is proposed to preserve the shape of 2D meshes as close
to that of 3D meshes as possible. In the proposed packing method, all regions of 2D meshes are tightly
packed in a rectangular area to acquire the finest resolution. Second, we propose an optimized texture
transferring algorithm for generating the texture map, emphasizing the elimination of erroneous
texture mapping owing to insufficient accuracy of the 3D model as well camera parameters, and the
improvement of the texture resolution as close to that of 2D object images as possible. The strategies
used in the proposed algorithm include: (1) increase overall texture size in pixels; (2) increase the
number of pixels occupied by each 2D mesh; (3) detect and fill in void meshes; and (4) perform texture
blending at the boundaries of mesh islands. The first two operations can improve the resolution
of the final texture map, whereas the last two operations can eliminate erroneous texture mapping.
Several realistic examples are presented to verify the feasibility of the proposed texture mapping
method. The results are also compared with those form commercial software.

3. Overview of the Proposed Method

The 3D textured model is created by covering a 3D model with a texture map that stores the color
information of the object. The main idea of direct texture mapping is to generate the texture of the 3D
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model by directly using the object images. Figure 1 shows the overall flowchart of the proposed texture
mapping method. The input data are the 3D model of an object and multiple object images from
different views (Figure 1a). The original 3D model was generated from silhouettes of the object images
using an SFS method. However, the surface quality of the original meshes was not satisfactory because
of artifacts and virtual features affecting the outline shape, as well as the surface smoothness. A mesh
optimization algorithm combining re-meshing, mesh smoothing, and mesh reduction was employed
to eliminate the effect of the above-mentioned phenomena and yield an optimized mesh model [8].
The model after mesh optimization served as the input of the proposed texture mapping algorithm.Appl. Sci. 2018, 8, x FOR PEER REVIEW  6 of 22 
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In the proposed texture mapping algorithm, mesh partitioning is first implemented to subdivide
the 3D model into several charts (Figure 1b), each of which is later individually mapped onto the
UV domain. Mesh partitioning is based on a chart growth method to assign a weight to each mesh
on the model, and grow each chart of meshes one by one from a set of initial seed meshes. The seed
meshes are optimized in an iteration process until all meshes have been clustered. This ensures
that all charts are flat and compact in the boundary for easy mapping in the mesh parameterization.
Mesh parameterization and packing is then implemented to map the meshes on each chart and to pack
all 2D meshes on the UV domain (Figure 1c). An angle-preserving algorithm is proposed to optimize
the mapping between the 3D and 2D domains, which can preserve the shape of most 2D meshes.
Furthermore, all 2D meshes are tightly packed in a rectangular area to acquire the finest resolution
when mapping the pixels from the image domain to the texture domain.

Next, texture transferring is implemented to extract pixels from the image domain, and place
them on the texture domain appropriately (Figure 1d). This procedure comprises three main steps:
grouping the 3D meshes, extracting pixels from the image domain, and placing pixels onto the texture
domain. We also propose a method to analyze the texture resolution. The proposed texture transferring
algorithm ensures that the texture resolution can be set to the equivalent of the 2D images. Finally,
we implement correction and optimization of the texture to eliminate erroneous color mapping that
might occur due to the insufficient accuracy of the 3D model and camera parameters and to improve
the photo consistency at the boundary of different image sources (Figure 1e). Several photo inconsistent
problems are detected and solved one by one. The output texture map is saved as a universal data
format (*.obj), which can be displayed with a website viewer (Figure 1f).

4. The Proposed Texture Mapping Method

4.1. Mesh Partitioning

The purpose of mesh partitioning is to partition 3D meshes into several charts, where a chart
denotes a group of meshes that are tightly connected to each other and form a boundary loop
only. When a chart is mostly flat and compact in boundaries, it is easy to preserve the shape in
mesh parameterization. By contrast, when a chart is bent too much or closed on both sides, that is,
two boundary loops, the shape distortion in the mesh parameterization increases, thereby reducing
the texture resolution in some regions. A conventional approach to dealing with this issue is to
map each mesh on the 3D model onto the UV domain independently, which can accurately preserve
the shape of all 2D meshes and pack them all tightly row by row [40]. However, this approach
might result in an un-editable texture map, because all 2D meshes are independently projected and
distributed irregularly.

The proposed mesh partitioning technique essentially assigns a cost to each mesh, which denotes
a mesh’s weight calculated by considering the flatness and distance of the mesh with respect to a chart.
An iterative procedure combining chart growth and seed mesh upgrades is implemented to expand
and modify charts as well as seed meshes in sequence. The chart growth is a process to cluster all
meshes into charts in accordance with each mesh’s cost. When a closed chart is detected as possibly
occurring, a new seed mesh is added to separate the chart into two. The seed mesh upgrading is a
process to upgrade the seed mesh of each chart that has been expanded. Whenever a chart is grown,
its seed mesh is recomputed by putting it near the center of the new chart.

Two costs are defined and used in chart growth and seed mesh upgrading. The cost used in chart
growth is defined as

Cost1
(

F, F′
)
= (1− (NC·NF′))(|PF′ − PF|), (1)

where Cost1(F, F′) denotes the weight of a candidate mesh F′ neighboring a chart C, F is the
neighboring mesh of F′ that has been in C, NC is the normal vector of C evaluated by the average of all
normal vectors of the meshes in C, NF′ is the normal vector of the candidate mesh, and PF′ and PF are
the centroids of F′ and F, respectively. Equation (1) indicates that the cost Cost1(F, F′) considers both
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the flatness and distance of F′ with respect to the chart C. The cost used in seed mesh upgrading is
defined as

Cost2
(

F, F′
)
=
∣∣PF′ − PF

∣∣, (2)

which is used to determine the mesh F that is closest to the candidate mesh F′.
Figure 2 depicts the flowchart of the proposed mesh partitioning algorithm, which has three main

steps: initial seed meshes, chart growth, and seed mesh upgrading. In step 1, a set of seed meshes are
initially assigned on the input 3D meshes. A default value of 10 is typically used and the seed meshes
are randomly selected from the 3D meshes. Each seed mesh is initially assigned as a chart.
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Figure 2. Flowchart of mesh partitioning.

In step 2, chart growth, all meshes neighboring the charts are found by using the topological data
of the mesh model. Equation (1) is then employed to evaluate a cost for each of these meshes. The costs
are sorted from minimum to maximum. The mesh with the minimum cost is selected to cluster with
its neighboring chart. Three criteria are then checked in sequence. First, is this chart (which has just
grown) a single boundary loop? If yes, go to the next criterion. If not, a new seed mesh is added.
The last mesh added to this chart is regarded as the new seed mesh. Second, are all meshes clustered
into charts? If yes, go to the next criterion. If not, go back to the beginning of this step. Third, are all
charts a single boundary loop? If yes, this step is finished. If not, go back to the beginning of this step.
Notably, after step 2, all meshes are clustered into charts.

In step 3, seed mesh upgrading, the seed mesh on each chart is recomputed. The upgraded seed
mesh is located near the center of the chart, which is achieved by a reverse searching process from the
boundary of the chart. Starting from a mesh on the boundary, Equation (2) is repeatedly employed to
find a loop of meshes around the boundary of the chart. The same search is repeated from outside to
inside to yield several layers of loops. The final mesh on the last loop is regarded as the upgraded seed
mesh. If all upgraded seed meshes are identical to the ones in the previous iteration, this indicates
that all charts obtained are converged, and the entire process is finished. Otherwise, we return to the
beginning of step 2 to regenerate all charts with the upgraded seed meshes. Table 1 lists the process
(CPU) time required vs. number of meshes for the case “Shoe 1”. It is noted that the number of meshes
used in this study is only 4500 as the model is to be used on a web viewer. Therefore, the computational
time in this case is sufficiently fast.
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Table 1. Time consuming for mesh partitioning.

Object Number of
Meshes

No. of Initial
Seeds

No. of Final
Charts Total Time (s)

Shoe 1

4500 * 10 10 0.246
10,000 10 30 1.812
20,000 10 66 7.075
30,000 10 111 18.431
40,000 10 148 31.603
50,000 10 202 44.574

* used in the case study herein.

4.2. Mesh Parameterization and Packing

After mesh partitioning, the 3D model can be separated into several disk-type mesh groups.
This series of mesh groups is flattened onto the 2D domain based on an angle-preserving and conformal
mesh parameterization. The main idea of this parameterization method is to make the difference
between angles in the 3D and 2D domains as small as possible. Several topological constraints are also
applied during the optimization of the angles to ensure the topological correctness on the 2D domain.
The proposed angle-based flattening method sets three kinds of mesh-topology constraints, namely,
triangle, vertex and wheel consistencies, as shown in Figure 3a–c. This series of topological constraints
can be formulated as the following objective function in a linear system:

10101 · · · 0
...

10110
...

. . .
...

cot(ϕ)0cot(ω) 0 · · · 0




ε1

ε2

ε3
...

εn×3

 =



180− (α+ β+ γ)
...

360− (θ1 + . . . θd)
...

(log(sin(ϕ))− log(sin(ω))) + . . .


, (3)

where n is the number of meshes; εi is the error of the angle on the ith mesh; α, β, and γ are the angles
on each mesh; θd is the angle around the inner vertex; d is the number of angles around the inner vertex;
and ϕ and ω are the angles on two adjacent meshes, respectively, corresponding to the common edge.
Equation (3) is essentially Ax = b, where the errors εi, i = 1 . . . n × 3 can be minimized. The optimized
angles on the 2D domain can then be obtained by adding the errors and the original angles together.

The new vertices on the 2D domain must be calculated in accordance with the optimized
angles. Let three vertices of a triangle be e1, e2 and e3, and the corresponding angles be α1, α2,
and α3, respectively. The calculation of the new vertices on the 2D domain uses the following
least-squares approximation:

Qobj = min ∑
j

[(
ej

3 − ej
1

)
−

sinα
j
2

sinα
j
3

R
α

j
1

(
ej

2 − ej
1

)]2

, (4)

where R is a rotation matrix with angle α1, and j is the jth iteration. Assume that the two vertices e1

and e2 of a triangle are known. Equation (4) employs the known vertices e1 and e2 to optimize the
unknown vertex e3, where Qobj is the objective function for the optimization. For all 2D meshes, if the
first two vertices on a mesh can be determined, the remaining vertices can be evaluated by using the
least-squares approximation [11], which is formulated as a set of linear equations. The topology of all
vertices on the UV domain can be maintained correctly.
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Figure 3. Three kinds of mesh-topology constraints in mesh parameterization: (a) triangle consistency,
(b) vertex consistency, and (c) wheel consistency.

The parameterized mesh islands are all independent. This series of mesh islands needs to be
packed together onto the UV map. The UV map is essentially a kind of image that records all 2D
meshes and is of the same image size as the texture map. The process of collecting all mesh-islands
and converting them into the UV map is called packing. The objective in packing is to let each mesh
island occupy as much space as possible, thereby maintaining the resolution of the texture as close to
that of the 2D images as possible. Therefore, we consider how to efficiently arrange the mesh islands
on the UV map. First, an oriented boundary box (OBB) method [41] is employed to construct a best-fit
boundary box for each mesh island, as shown in Figure 4a. Using the OBB method to arrange the
islands ensures that less space on the UV map is wasted compared to when using the axis aligned
bounding box (AABB) method shown in Figure 4b. Next, the mesh islands are arranged together
according to their OBB lengths on the UV map, as shown in Figure 4c.
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Figure 4. Mesh-islands packing: (a) the oriented boundary box (OBB) method to determine the
boundary box, (b) the axis aligned bounding box (AABB) method to determine the boundary box,
and (c) packing of all mesh-islands.

4.3. Texture Transferring

Texture transferring is essentially a process which yields a texture map by filling in each pixel on
and inside the mesh islands on the UV map with a color extracted from the object images. The following
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sentences describe the basic idea of this algorithm (see Figure 5). For each 3D mesh, we allocate the
most appropriate object image (called front image hereafter) and extract a triangular range of pixels
and color information for this mesh. We can also find a triangular range of pixels on the UV map for the
same mesh. However, two pixel ranges might not be the same. Therefore, we perform a transformation
for pixel mapping between these two domains. The texture transferring algorithm has three main
steps: grouping the 3D meshes, extracting the pixels from object images, and placing the pixels onto
the UV map. A detailed description for each step is given below.
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Figure 5. Texture transferring.

4.3.1. Grouping the 3D Meshes

The purpose of this step is to allocate each mesh to a front image and put all meshes that use the
same front image in a group. Each mesh can be projected onto several candidate images. The candidate
image that yields the largest projected area and hence the highest texture resolution is chosen as the
front image. Ideally, all object images could be regarded as the candidate images and selected by all
meshes. However, erroneous texture mapping might occur owing to insufficient inaccuracy of the
3D model, as well as camera parameters. A seam line is a photo-inconsistent phenomenon that often
occurs at the transition of two different image sources. As the number of candidate images increases,
so does the possibility of seam lines. Therefore, to reduce the occurrence of seam lines, we only select
some object images as the candidate images and perform mesh grouping.

The algorithm of grouping is as follows. A series of pieces of camera information corresponding
to the object images and the 3D meshes are the input. One of the important parameters is the looking
vector, which represents the camera viewing direction and is perpendicular to the image plane.
In addition, each of the meshes has its own surface normal. The grouping criterion is based on the
angle between the looking vector of an image and the surface normal of a mesh. The front image of a
mesh is defined as the image with the minimum angle among a set of candidate images. It can yield
the largest projected area when projecting the mesh onto the front image. All meshes that use the same
front image can thus be grouped.

Visibility should be considered when grouping meshes. The following two criteria are checked
to detect the visibility of a mesh. First, the angle between an image and a mesh must be less than
90◦. This criterion is employed to ensure that the image faces the front side of the mesh. Second,



Appl. Sci. 2018, 8, 2228 11 of 22

this mesh cannot be obstructed by other meshes that use the same front image. An obstruction
check in terms of the above two criteria could be developed by comparing each mesh with all other
meshes. However, it would require substantial computational time. A cell subdivision algorithm [42]
is employed to check the possibility of mesh obstruction, which can save the computational time
efficiently. The visibility check can prevent the occurrence of mesh obstruction for all meshes on the
same group. When the visibility problem occurs on an image, the front image can be selected from one
of its two neighboring images.

After these processes, the meshes are grouped. The existence of isolated meshes may result in
additional seam lines. An isolated mesh is a small mesh island, which has a front image different to
its surrounding meshes. As the boundary of the mesh island represents two different image sources,
seam lines easily occur around the boundary of the mesh island. Therefore, when a mesh island is
detected, its image source is changed to that of its surrounding meshes. Figure 6 depicts the grouping
result of an example using six candidate images.
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4.3.2. Extraction of Pixels from the Object Images

The purpose of this step is to extract pixels from the front image with respect to a 3D mesh.
A prospective projection is performed to project 3D meshes back to the image domain. As Figure 5
depicts, the triangle ∆p1p2p3 denotes the projection of a 3D mesh ∆v1v2v3 onto the image domain.
All pixels and color information on and inside this triangle represent the corresponding texture for the
3D mesh. The extraction of a pixel inside a triangle is explained below. The image is made up of pixels
in a grid plane containing horizontal and vertical lines, which gives each pixel a unique coordinate.
A scanline method is implemented to compute all pixels inside a triangle. The scanline shown in
Figure 7 intersects two triangle edges, which yields the two endpoints of the line segment inside the
triangle. All pixels on this line segment can then be evaluated in sequence. An endpoint of the line
segment can be evaluated by using the following equation:

δx = X2 − [
(Y2 −Y)·(X2 − X1)

(Y2 −Y1)
], (5)

where (X1, Y1) and (X2, Y2) denote two vertices of an edge on the triangle, Y is the vertical coordinate
value of the current scanline, and δx is the horizontal coordinate value of the endpoint on this edge.
Equation (5) is applied twice on the left and right edges, respectively, for each scanline.
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4.3.3. Placement of Pixels onto the UV Domain

The final step is the placement of pixels onto the UV map. The pixels with respect to each 2D
mesh are evaluated in the previous step. However, as each 2D mesh on the UV domain is different
from the projected mesh on the image domain, the pixels on these two-pixel domains do not have
a one to one correspondence. Therefore, a transformation algorithm must be employed to map the
pixels between these two domains. The proposed algorithm is explained below. The three vertices of a
mesh on the image domain are respectively mapped onto the corresponding three vertices on the UV
domain by using the following equation:

aX + bY + c = X′, (6)

dX + eY + f = Y′, (7)

where X and Y denote the coordinates of a vertex on the image domain, and X′ and Y′ denote the
coordinates of the corresponding vertex on the UV domain. The parameters a to f can be evaluated
as all three pairs of vertices on the image and UV domains are given. Once a to f corresponding to
a triangle are obtained, the colors of all pixels within this triangle can thus be interpolated by using
Equations (6) and (7). Therefore, all pixels of different triangles on the UV domain can be filled in with
correct colors, which yield the texture map for all 2D meshes.

4.4. Texture Correction and Optimization

The purpose of this study is to generate a high quality texture for a 3D mesh model. Thus,
the texture correction and optimization need to be investigated to ensure that the texture quality is
similar to that of original 2D images. There are four key issues to study: packing the meshes on the
UV domain efficiently, arranging the pixel resolution on the texture map, eliminating the influence
of geometric error on the 3D model, and blending the texture at the transition of different images.
For the first issue, the main idea has already been described in Section 4.2. The meshes can be packed
efficiently on the UV map by applying the OBB method to each mesh island, which can yield a smaller
boundary box for each mesh island packed on the UV map as compared with the AABB method.
In this way, the overall space required for the OBB method is more compact than that without applying
the OBB method. Hence, each 2D mesh can allocate more pixels on the UV map, which is especially
useful for small meshes with respect to preserving the texture resolution.

The next issue is arranging the overall resolution of the texture map. An object image only
partially covers the texture of an object. However, a texture map must cover the entire object texture.
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If the texture size of a texture map is the same as that of an object image, the image resolution of
the texture map is worse than that of the object image. The texture size of an object image used
is 5184 × 3456, whereas the original texture size for a texture map is 4096 × 4096. After a careful
comparison of several kinds of image resolution, the texture size of the texture map is expanded to
8192 × 8192, with a texture space four times larger than before. This kind of texture size ensures
that the pixel number within a mesh on the texture map is close to that of the same mesh projected
onto an object image. The original high-quality image information can therefore be kept on the final
texture map.

The texture information is extracted from an object image by projecting a 3D mesh onto the
corresponding image plane. Normally, a projected mesh is completely inside an image silhouette,
and the corresponding range of pixels can be extracted from the projection. However, due to the
insufficient accuracy of the 3D model, some of the meshes could be wrongly projected and are partially
or completely outside the image silhouette, such as the example in Figure 8a. When a projected
mesh is not completely inside the image silhouette, no matching texture can be obtained, and hence
the corresponding color is void. To deal with this kind of problem, it is necessary to detect each
occurrence of this kind of mesh, and change the front image for each of them. The detection is based
on the background removal of object images. First, the object image is converted into a binary image
by verifying the foreground and background information. An alpha channel, which records the
transparency of each pixel on an object image, is saved and associated with the object image after
background removal. This process can be used to verify the foreground and background information
of the object image. We convert the object image into black and white in accordance with the data
on the alpha channel, such as the example in Figure 8b, where the pixels in white and black denote
inside and outside the object, respectively. This additional image is used to check if a projected mesh is
outside the image silhouette during the texture transferring process. Since the transferring is scanned
pixel by pixel, the black color can be detected and the mesh that covers the black color can be marked
for further correction later. Figure 8c depicts the meshes covering pixels of black color, and are marked
to individually change their front images. For each of this kind of mesh, the new front image is
determined by choosing one of the two neighboring images of the original front image.
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Figure 8. Detection and removal of meshes with missing color: (a) the projected mesh outside the image
silhouette, (b) the image converted into foreground (white) and background (black) in accordance with
the alpha channel, and (c) meshes detected outside the image silhouette.



Appl. Sci. 2018, 8, 2228 14 of 22

The final optimization is to blend the texture at the transition of different images. The texture is
extracted from different front images. However, the texture between different image sources may be
inconsistent in color. This difference will cause seam lines on the 3D textured model. The blending
between two texture sources can be performed to optimize the color consistency on the model.
The boundary meshes should be detected first. The blending is based on the pixel distance to the
boundary edge. The equation of color blending is

P′(i) = (Pm (i) × Df + Pn (i) × (Df − Dc))/(2 × Df − Dc), (8)

where P′(i) denotes the blending pixel color of the mesh, Pm (i) denotes the main pixel color of the
mesh, Pn (i) denotes the neighboring pixel color of the mesh, Df denotes the farthest pixel of the mesh,
and Dc denotes the current pixel of the mesh. Figure 9a depicts the blending of two pixel colors on
two neighboring meshes. A linear variation on the weight for blending is applied so that when the
distance of the pixel is close to the boundary edge, the weight is larger; whereas, when the distance of
the pixel is further from the boundary edge, the weight decreases linearly. That is, the original color
information on each mesh is kept if the pixel is far from the boundary edge. In this way, the seam lines
on the model can be eliminated to support the consistency of the 3D textured model. Figure 9b shows
one example to illustrate the effect of blending, where the left and right plots indicate the results before
and after blending, respectively.
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Figure 9. Texture blending at the transition of different images: (a) the blending of two neighboring
meshes, and (b) a shoe example before and after blending.

5. Result and Discussion

The results of the texture map and 3D textured model for six examples are depicted in Figure 10a–f,
where the left and right images in each figure panel denote the 3D textured model and the texture map,
respectively. The entire texture mapping process is done automatically, with a 3D model and 16 object
images in different views as inputs, and the corresponding texture map as the output. The texture
size for all six examples is 8912 × 8912. The proposed process includes the following key procedures:
mesh partitioning, mesh parameterization and packing, texture transferring, and correction and
optimization of the texture. The initial number of seeds on mesh partitioning is set to 10, and the
final number of mesh islands generated for all six examples is 10–13. Each of the results in Figure 10
can be demonstrated as a high-quality 3D textured model by applying the texture correction and
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optimization during the texture generation process. The results with and without texture correction
and optimization are further discussed below.
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Figure 10. The results of the texture map and 3D textured model for six examples: (a) shoe 1,
(b) microphone, (c) shoe 2, (d) cup, (e) shoe 3, and (f) statue.

The first optimization process is mesh island packing. When the AABB method is employed
(Figure 11a), the bounding box of each mesh island is larger, and the empty space inside each boundary
box is also larger. When all these boundary boxes are packed onto a UV map of fixed size, each mesh
island is over-compressed and loses the texture resolution that it should have. By contrast, when the
OBB method is employed (Figure 11b), each boundary box can best fit its mesh island so that the
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space that a mesh island occupies is more compact. In addition, the previous resolution of the texture
map was 4096 × 4096 pixels. To maintain the resolution 5184 × 3456 of the original image, the larger
resolution 8192 × 8192 has been applied to enhance the quality of the final texture. The texture
space is four times larger than before. Therefore, each mesh island can be allocated more pixel space
when all boundary boxes are packed on the same UV map. Figure 12 depicts the distribution of
the mesh number on each range of pixel numbers for the following four cases: 8192 × 8192/OBB,
8192 × 8192/AABB, 4096 × 4096/OBB, 4096 × 4096/AABB and commercial (3DSOM) software [43],
where 3DSOM is commercial software. When the number of meshes with fewer pixels is reduced,
the texture resolution is closer to that of the original images. It is evident that the texture resolution of
the case 8192 × 8192/OBB is the best among the five cases because it has the minimum number of
meshes with fewer pixels. In addition, the texture resolution of 3DSOM software is the worst as most
of meshes have pixels less than 2000. Therefore, the texture resolution of the proposed method is better
than that of 3DSOM software. Figure 13 depicts a local region of the texture for three cases, 3DSOM
software, 4096 × 4096/AABB and 8192 × 8192/OBB. The result clearly indicates that the sharpness of
the texture in Figure 13c is better than that in Figure 13a,b. The 3DSOM software blends the color with
a low-pass filtered image, which will result in a loss on the texture resolution. This result indicates that
the proposed method can yield a better texture resolution than 3DSOM software.
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Figure 11. The results of mesh-island packing for two methods: (a) AABB method and (b) OBB method.
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Figure 13. The comparison of texture quality for three cases: (a) 3DSOM software, (b) 4096 ×
4096/AABB and (c) 8192 × 8192/OBB.

The next optimization process is the elimination of the texture defects caused by the geometric
error. The background color of the image might be wrongly extracted for some meshes near the image
silhouette, resulting in white spots on the 3D textured model. The incorrect extraction is caused by the
meshes that are located outside the image silhouette when they are projected onto the front image.
Thus, we wish to eliminate the influence of the error. Figure 14 depicts the comparison of 3DSOM
software, the previous result, and the proposed result where, for the previous result, no action was
taken to deal with this problem, and for the proposed result, the data on the alpha channel of each
object image was employed to detect this problem, and then its front image was replaced where
necessary. It is evident that white background spots appear both on the result of 3DSOM software and
previous result, they have been eliminated on the proposed result and the color is more consistent on
the boundary area. For the e-commerce presentation, the color correctness is increased and the entire
model viewing experience is improved.

The final optimization process is blending the texture information on the image transition area.
The texture information is extracted from different front images. The boundary between two image
sources might be inconsistent in color. The results before and after the implementation of the proposed
blending algorithm for a shoe and a cup are shown in Figure 15a,b, respectively. The texture quality on
the transition area has been improved. The quality of the entire 3D textured model can therefore be
improved for the purpose of e-commerce presentation.
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6. Conclusions

In this study, we proposed a texture mapping technique that incorporates mesh partitioning,
mesh parameterization and packing, texture transferring, and texture correction and optimization.
The proposed mesh partition minimizes the growing cost to find the optimized mesh group. The mesh
parameterization was based on an angle-based flattening to yield the optimized angles for 2D meshes,
and a least-squares approximation to obtain all vertices. The texture transferring was implemented by
projecting 3D meshes onto the image domain, and then extracting the pixels to map onto the UV map.
However, to maintain the original quality of the texture information, a correction and optimization
process was proposed. The OBB method was applied to allocate the UV map space more efficiently
in the packing stage. The resolution of the texture map was increased to sufficiently include the
original extracted pixels. Additional images were also employed to correct the error extraction of the
background color by applying the alpha channel onto the object image. Finally, a blending process
was proposed to minimize the transition error caused by different image sources. A high-quality 3D
textured model can be obtained by applying this series of processes for presentations in e-commerce.
However, the photo consistency of the 3D textured model is still not as good as that of 2D images.
The color information from different image sources for the same point may differ slightly. This error is
caused by the inaccuracy of 3D vertices and the calibration error; it can affect the projection accuracy
of the vertices onto different texture sources. To further improve the quality of the 3D textured model,
the photo inconsistency problem should be studied further.
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