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Abstract

:

People counting in surveillance cameras is a key technology for understanding the flow population and generating heat maps. In recent years, people detection performance has been greatly improved with the development of object detection algorithms using deep learning. However, in places where people are crowded, the detection rate is low as people are often occluded by other people. We proposed a people-counting method using a stereo camera to resolve the non-detection problem due to the occlusion. We applied stereo matching to extract the depth image and convert the camera view to top view using depth information. People were detected using a height map and an occupancy map, and people were tracked and counted using a Kalman filter-based tracker. We operated the proposed method on the NVIDIA Jetson TX2 to check the real-time operation possibility on the embedded board. Experimental results showed that the proposed method had higher accuracy than the existing methods and that real-time processing is possible.
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1. Introduction


Surveillance cameras play an important role in the development of industry and security in modern society such as in crime prevention, arresting criminals, and collecting large amounts of data for marketing purposes. The surveillance camera industry is not only growing quantitatively, but is also growing qualitatively such as through increasing camera resolution and shooting distance. In recent years, the intelligent surveillance camera industry has attracted much attention in the product intelligence trend, which is one of the keywords of the fourth industrial revolution. An intelligent surveillance camera not only captures images, but these cameras also include automation technology that allows the camera to determine the identity of a person or the number of people. With the development of intelligent surveillance camera technology, the reliance on human resources for image analysis has been greatly reduced.



People-counting technology is a technique that analyzes images to determine how many people have crossed the counting line [1]. The results of this technology can be used as important data to understand the conversion rate of purchases, analysis of visitors, and the movement of visitors to operate stores and large shopping malls. As long as the history of surveillance cameras is old, there have been various people-counting methods. Zeng [2] used Histogram of Oriented Gradients (HoG) [3] to detect head-shoulder and Principal Component Analysis (PCA) [4] to improve detection performance. Ren [5] detected a person using You Only Look Once—People Counting (YOLO-PC), which extended the original YOLO [6] by using a deep-running approach to obtain more accurate people counting. Noone [7] used two Impulse Radio Ultra-Wideband (IR-UWB) radars to detect a person’s direction of movement. However, since the above methods are designed based on a mono camera, the detection rate is lower when people are occluded by people. The Red-Green-Blue (RGB)-based method is also sensitive to illumination changes and shadows. One way to overcome these challenges is to use depth image. Lin [8] defined human characteristics in a depth image using a single RGB-Depth (RGB-D) camera and then detected a person through supervised learning. Kristoffersen [9] detected a person by using a stereo thermal camera to reconstruct the image in three dimensions.



In this surveillance camera, the depth information could improve the performance when compared to the method using the mono camera by estimating not only the human silhouette information, but also the spatial structure around the camera. However, this method could not be practically operated due to the limitation of the hardware performance of the existing camera platform [10]. Recently, a high-performance embedded board with a Graphics Processing Unit (GPU) has been introduced, and these products have made it possible to substantially utilize algorithms with high computational complexity. Among them, the Jetson TX2 [11], launched by NVIDIA in CA, USA in 2017, was developed to run AI algorithms on embedded boards. This product had a Central Processing Unit (CPU) with a total of six cores, and a GPU with 256 cores was installed, enabling the parallel processing of algorithms using Compute Unified Device Architecture (CUDA).



The surveillance camera is divided into the side view and top view depending on the installation angle. The camera angle of the side view is diagonal and the angle of the top view is vertical. Since the depth image of the top-view is the closest distance between the head and the camera, the pixel corresponding to the head has the lowest value [12]. This feature facilitates people detection, and many people-counting products have been released. On the other hand, the side view cannot detect a person only by the top-view feature because the depth value differs according to the distance between the camera and the object.



In this paper, we proposed a people-counting system using a stereo camera from the side view. First, we installed two IMX 185 [13], launched by Sony in Japan in 2013, in Jetson TX2 to configure a stereo camera. A real-time stereo-matching algorithm should be applied in order to obtain the disparity map in real time. We applied Hernandez [14] to extract the disparity map in real time and used the disparity value to project the side view into the top view. To detect a person, we created an occupancy map, which means a projection ratio in view-projection [15]. We applied the Gaussian distribution to the height map and the occupancy map to generate a likelihood map and detect the person using the local-max filter [15]. The Kalman filter-based tracker [16] was used to track people and determine whether they were counted. The composition of this paper is as follows. Section 2 explains the proposed algorithm and Section 3 verifies the performance of the proposed method through experiments. Finally, Section 4 contains the conclusion.




2. Proposed Method


The schematic concept of this people-counting system is shown in Figure 1. The angle type of the camera was a side view and the angle was between 30 and 60 degrees. The height of the camera was between 3 and 5 m. We used two IMX 185 cameras [13] to construct a stereo camera. The camera was connected to the NVIDIA Jetson TX2 [11] and attached to the ceiling.



The flow chart of the proposed method is shown in Figure 2. The camera calibration process is a step used to acquire the camera parameters of each camera. The camera parameters were used in stereo rectification [17] and view projection. We applied the stereo-matching algorithm [18] to the rectified stereo image to obtain the disparity map and convert it to the depth map. The background subtraction algorithm was applied to the depth map to only extract the moving object. The height map and the occupancy map were obtained by projecting the moving object onto the top view [15]. By using these maps, we generated the likelihood map based on the Gaussian distribution and found the detected head using the local max filter [15]. The detected head was tracked using a Kalman filter-based tracker [16] and determined whether it had passed the counting line. We will describe the main algorithms of our method in this section.



2.1. Stereo Camera Configuration


Two IMX 185 cameras were configured as stereo cameras as shown in Figure 3. When setting the positions of the two cameras, they should be installed as parallel as possible using the stereo rig. In the stereo rectification step, the two images are horizontally aligned; however, if the horizontal state of the two cameras is physically deviated, an error occurs in the stereo rectification.



The distance between the cameras was set according to the maximum distance to recognize the person. In general, the disparity of objects at a long distance can be extracted well because the disparity between the left and right images increases as the distance between the cameras increases. In the proposed method, we confirmed that depth images were extracted up to 10 m from the High Definition (HD) resolution when the distance between the cameras was 20 cm, and the distance was set as the distance between the cameras.



The stereo camera was then connected to the Jetson TX2. To obtain synchronized stereo images from the Jetson TX2, an embedded board connected with an I-PEX cable, launched by Leopard imaging in CA, USA in 2017, should be used. The length of the I-PEX cable [19] was relatively short, about 30 cm, so the Jetson TX2 should be mounted as close as possible to the stereo camera.




2.2. Camera Calibration


The image acquired from the camera is affected by the intrinsic camera parameters and the presence of distortion. The camera’s intrinsic parameters are the focal length and principal point. Generally, in order to perform image processing in a stereo camera system, it is necessary to correct the distortion by using the intrinsic camera parameters. In addition, the horizontal axis of the left and right images should be made the same as the extrinsic camera parameters. To obtain the depth map, stereo matching should be applied. If the horizontal axis of the left and right images are not matched, a disparity map of good quality cannot be obtained. The extrinsic camera parameter is the relationship between the camera coordinates and the world coordinates as a rotation and translation matrix. The process of acquiring camera parameters is called calibration. The calibration proceeds through Equation (1), which describes the pinhole camera model [20]:


  s  [     x     y     1     ]  =  [       f x     0     u 0       0     f y       v 0       0   0   1     ]   [      r 1     r 2         r 3     t 1           r 4     r 5         r 6     t 2           r 7     r 8         r 9     t 3          ]   [     X     Y         Z     1         ]   



(1)




where fx and fy denote the camera focal distances with respect to the x-axis and y-axis, respectively, and u0 and v0 denote the principal points of the camera with respect to the x-axis and the y-axis, respectively. r and t denote the elements of the rotation matrix and the translation matrix, respectively, and are the external parameters of the camera. X, Y, and Z denote points in the world coordinates, and x and y denote points in the image coordinates.



In Equation (1), the pair of coordinates from the image coordinates and the corresponding points of the world coordinates make it possible to acquire the intrinsic camera parameters. To obtain the position of the point for each coordinate system, we used a uniform chess board as shown in Figure 4. The corner point of a chess board is easy to extract because its characteristics are clear. The coordinates of the corner points extracted from the image are image coordinates, and the distance between the actual corner points of the chessboard is the world coordinate. Substituting these pairs of coordinates into Equation (1), an intrinsic parameter can be obtained. We obtain an undistorted image pair by correcting the distorted image using the intrinsic parameters [21].



Stereo matching is a method of obtaining a disparity map by calculating the distances of corresponding points in left and right images. In stereo matching, if the external factors are unified except for the distance between the cameras, that is, if the two images are perfectly horizontal, the problem of finding the corresponding point becomes one-dimensional, such that the corresponding point can be found easier. However, even if two cameras are installed in parallel, there is a slight physical difference. Therefore, it makes the two images parallel via software [22].



Figure 5 shows the result of rectifying the stereo image. Figure 5a shows the left image and right image before. The positions of the corresponding points on the horizontally drawn orange line were different. Figure 5b shows the left and right images after stereo rectification and it can be clearly seen that the positions of corresponding points on the orange line were the same.



After stereo rectification, the counting line was drawn. When a person crosses the counting line, the number in the crossing direction is counted. Mono cameras only have two-dimensional image coordinates. Therefore, whether or not a person actually crosses the counting line spatially cannot be judged. This results in the case where a person who has been judged to have passed though the counting line has not actually passed. This reduces the accuracy of the counting. On the other hand, since the proposed method uses depth information, three-dimensional information about the counting line can be known. In other words, the proposed method produces more accurate counting as it can determine if a person has crossed a counting line in space. Figure 6 shows an example of a counting line. It counts only when a person crosses the counting line in space.




2.3. Disparity Map Extraction Using Stereo Matching


The disparity map was extracted from the rectified stereo image using Hernandez’s method [14], i.e., stereo matching based on Semi-Global Matching (SGM) [23]. This method uses the census transform [24] in the matching cost process to determine the matching block. The census transform is more accurate than block matching using only color information because it determines structurally similar blocks as matching blocks. In the cost aggregation process, optimal path disparity is searched for by combining the path costs for eight directions. Equation (2) shows the calculation of the path cost:


   L r   (  p , d  )  = C  (  p , d  )  + min  [       L r   (  p − r , d  )         L r   (  p − r , d − 1  )  +  P 1         L r   (  p − r , d + 1  )  +  P 1        m i n  L r   (  p − r , i  )  +  P 2         ]  − m i n  L r   (  p − r , l  )   



(2)




where r is the direction, p is a pixel, d is the disparity, and C is the matching cost. P1 is a penalty when the disparity difference is 1, and P2 is a penalty for the disparity difference is greater than 1.



SGM can acquire disparity with high accuracy and the algorithm structure is suitable for parallel processing. The Hernandez’s method runs in real-time at an HD resolution through CUDA parallel programming. Figure 7b shows the disparity map extracted using Hernandez’s method [24]. The object closer to the camera had a larger disparity, so the brightness of the image became brighter. The disparity map was transformed into a depth map through Equation (3) obtained through a pinhole camera model after stereo rectification [25]:


  z =   b · f  d   



(3)




where b is the distance between cameras, f is the focal length, d is the disparity, and z is the depth value. Unlike the disparity map, the closer the object to the camera, the darker the image.




2.4. Moving Object Detection


This is difficult to operate in real time because of the large amount of computation if all areas of the depth map are projected onto the top view. Therefore, the moving object is detected and only the area is projected onto the top view. Generally, in a mono camera, a moving object is detected by applying a background subtraction algorithm [26] to a color image. However, since color images are sensitive to illumination, shadows may be detected. On the other hand, when background subtraction is applied to the depth map, the moving object cannot be detected accurately when compared to the color image, but the shadow does not occur [27]. Since the proposed method does not need to detect moving objects in detail, we applied the background subtraction method to the depth map. In the depth map, errors that occur near the boundaries of an object are often detected as moving objects. Additionally, since the disparity value for the non-feature region was not uniform, it may be detected as a moving object when background subtraction is applied. These regions calculate the size and filter out the region above the threshold.



Background subtraction is a common technique, and various methods exist. In the proposed method, we used a Gaussian mixture model [28], which sped up and updated the background. In addition, the size of the input image was downsampled to the Quarter Video Graphics Array (QVGA) resolution level in order to reduce the calculation amount. Figure 8 shows the results of the background subtraction. Noise was detected in addition to moving objects, but only objects were detected through size filtering.




2.5. View Projection


Moving objects are projected onto the top view using depth maps and camera parameters. What is required for the view projection is the rotation and translation matrix of the camera relative to the ground. Before calculating the matrices, the world coordinates corresponding to the image coordinates that correspond to the actual ground are required.



The side view is characterized by the fact that it contains a lot of ground as it is a viewpoint in a diagonal direction. When the image is divided in half in the horizontal direction, the bottom area contains more ground than the top area. Therefore, the center of the ground in the bottom area is defined as the origin of the world coordinate system. Then, the camera coordinates are converted into the camera coordinates through Equation (4):


    Z  c a m   =   b ·  f x   d      X  c a m   =  Z  c a m      (  j − c x  )     f x        Y  c a m   =  Z  c a m      (  i − c y  )     f y      



(4)




where Xcam, Ycam, and Zcam denote the x-axis, y-axis, and z-axis of the camera coordinates, respectively. i and j are the image coordinates, b is the distance between the cameras, fx is the focal length, cx and cy are the camera principal points, and d is the disparity. Fifty points excluding the origin were randomly selected from the ground, and the camera coordinates were acquired through Equation (4) for each point. Since the origin and 50 points were on the same ground, the Z-axis value in the world coordinate was zero. The X-axis and Y-axis values of the world coordinates for 50 points are expressed as the distance between the camera coordinates of the origin and the camera coordinates of the 50 points as shown in Equation (5):


    Z  w o r l d   = 0     X  w o r l d   =  X  c a m   −   X ′   c a m       Y  w o r l d   =  Y  c a m   −   Y ′   c a m     



(5)




where Xworld, Yworld, and Zworld represent the X, Y, and Z values of the world coordinate, respectively. X′cam and Y′cam indicates the camera coordinate value of the origin.



The camera rotation matrix and the translation matrix for the ground were obtained using the image coordinates and world coordinates for the 50 points. The reason for extracting the 50 points randomly is that an incorrect matrix value can be obtained when an inaccurate depth value is referred to in a depth image. It is possible to obtain a matrix with high reliability by referring to a large number of points, but we could obtain good results by referring to about 50 through experiments.



After obtaining the camera rotation matrix and the translation matrix, the world coordinate value is obtained through Equation (6) for the foreground obtained in the background subtraction:


   P w  =  R T   (  C − T  )   



(6)




where R and T are the camera rotation matrix and translation matrix, respectively, C is the camera coordinate of each point, and Pw is the world coordinate value.



The world coordinate value of the foreground is for the previously set origin. These values were used to construct a height map. The x-axis value of the height map was created using the world coordinate X value of the foreground. In the same way, the y-axis value of the height map was created using the world coordinate Y value of the foreground. The value of each pixel in the height map was the world coordinate Z value of the foreground. The Z-axis value refers to the height of the ground since the origin was set to the ground. Figure 9b shows the generation of the height map using the color and depth images. The more reddish the color in the height map, the higher the height.



The height map is noisy due to errors in the depth value. In addition, since only the height of the object is expressed, additional indicators are needed to detect a person. Thus, an occupancy map expressing how many pixels were projected in the coordinates of the height map was generated using Equation (7) [15]:


   O   (  x , y  )    = ∑    Z  c a m     2     f 2     



(7)




where Zcam is the Z-axis value of the camera coordinate system, O is the occupancy map, and f is the focal length. Figure 9c shows the occupancy map. The brighter the color, the more projected the point. This shows that a large number of pixels were mainly projected around the head.



The height map and occupancy map can be used to generate a likelihood map modeled as a Gaussian distribution, as shown in Equation (8) [15]. The likelihood map represents the pixel with the highest probability considering the Gaussian distribution of height and the Gaussian distribution of occupancy. When generating a likelihood map, the average of the Gaussian distribution for height was set to a person’s average height of 160 cm, and the standard deviation was set to 40 cm. In a likelihood map, a pixel with a corresponding height and deviation has a high probability value. The average and variance of the Gaussian distribution for the occupancy were set to 2500 and 100, respectively, which were the optimal values through experiments.


   L   (  x , y  )    =   exp  (  −  (       (   O   (  x , y  )    −  μ o   )   2    2  σ o 2    +      (   H   (  x , y  )    −  μ h   )   2    2  σ h 2     )   )    2 π  σ o   σ h     



(8)




where O and H are the occupancy map and height map, respectively, μ is the mean, and σ is the standard deviation. Figure 9d shows the likelihood map. It shows the head with the highest value and that the farther away from the head, the more the value decreases. The likelihood map is scanned in a rectangular unit of a certain size, and the head was detected when the center value of the rectangle was the local maximum value. Figure 9e shows the results of the head detection.




2.6. Object Tracking and People Counting


The person detected in the top view was tracked using the object tracker. The object tracker also has a long history where various algorithms exist. The proposed method required a tracker with low computational complexity because it was intended to be driven by the Jetson TX2, which is an embedded board. In addition, because of the characteristic of the top view, only the head was displayed, so a tracker using color information cannot be used. Therefore, we tracked the detected head by applying the Kalman tracker [16] and satisfying the above two conditions. Since the Kalman tracker uses only positional information without using color information, the amount of computation is smaller than that of other tracking algorithms.



In order to count a person, it is necessary to define the relationship between the counting line and the trajectory of the object. In the proposed method, the direction of the object was calculated when the trajectory of the object and the counting line intersected. Figure 10 shows two cases where the trajectory of the object crossed the counting line. Figure 10a shows the direction in which the object’s last position and the counting line draw was clockwise. Figure 10b shows the counterclockwise direction in the same way. We used this method to calculate which direction the object crossed the counting line and increased the count for that direction.



Figure 11 shows the User Interface (UI) of the proposed people counting system. After projecting the side view onto the top view, the head was detected and tracked to determine whether to count it or not.





3. Experimental Results


The stereo camera used in the experiment was a LI-JETSON-KIT-IMX185CS-D [29] released by Leopard imaging. It consisted of two IMX 185 image sensors from Sony and an adapter board for synchronizing the cameras. The IMX 185 and its board are connected by a 30 cm long I-PEX cable [19]. The board is only available in the Jetson TX series and could be connected to the camera input of the Jetson TX2 [11] to acquire real-time synchronized stereo images. Table 1 shows the specifications of the IMX 185 sensor.



To measure the people-counting performance of the proposed method, the camera was installed in a place with a lot of floating population. The experimental sequence was in HD resolution, consisting of 23 videos in five minutes. The counting line was set on a major route that passed a lot of people, as shown in Figure 6. Updating the counting number every time a person crossed the counting line caused the counting number to increase abnormally, for example, a person hanging around near a counting line. Therefore, we set a benchmark to count the first time a person crossed a counting line and created a ground truth.



Table 2 shows the counting accuracy of the proposed method. Up can be seen in Figure 10 as when a person crossed up over the counting line and down was when a person crossed down the counting line. The accuracy is measured using Equation (9):


     |  U  p  G T   − U  p m   |  +  |  D o w  n  G T   − D o w  n m   |    U  p  G T   + D o w  n  G T      



(9)




where GT means ground truth and m means the value measured in the proposed method.



More than 95% accuracy was measured in most of the experimental sequences, and the overall accuracy was measured as 98.95%. In the second experimental sequence, a very low accuracy of 28.57% was measured. In this sequence, a person held a large load and hung around near the counting line. Since the proposed method detects a person using the height of the object, the load was detected as a person, which was the cause of the resulting low accuracy.



Table 3 shows the results of a comparison between the proposed method and the deep learning-based methods. The experiments were performed on the experimental sequences used in Table 2. For each method, the accuracy of the measured values against the up and down ground truths of the entire sequence was obtained through Equation (3). GoogleNet-Single Shot Detector (SSD) and MobileNet-SSD were trained with GoogleNet [30] and MobileNet [31], respectively, and then used SSD [32] to detect people. The detected objects were tracked and counted using a Kernelized Correlation Filter (KCF) tracker. The KCF tracker is more accurate than the Kalman tracker as it uses the correlation information of the detected object. Since methods using deep learning detect objects in the side view, using a KCF tracker [33] can obtain a higher accuracy. Nevertheless, the experimental results showed that the average counting accuracy of the two techniques was 79.6%, while the accuracy of the proposed technique was 98.9%. The two techniques using deep learning had the problem that the tracker could not track the object to the end when occlusion occurred. On the other hand, the proposed technique solved the occlusion problem by projecting the side view onto the top view. The reason for the poor performance of the proposed method in VGA resolution was that the lower the resolution, the more the stereo matching could not express the long distance.



Table 4 shows the Frame Per Second (FPS) and resource occupancy per resolution of the proposed method on the NVIDIA Jetson TX2. The QVGA and VGA resolutions were operated only on the CPU due to the small amount of computation. Since HD and FHD resolution have a large amount of computation, it cannot be operated in real time by using the CPU alone. Therefore, we used CUDA, a parallel processing program using a GPU. GPU occupancy was measured using the tegrastats application provided by the Jetson TX2. The experimental results showed that the QVGA and VGA resolutions were 15.4 FPS and 9.6 FPS, respectively. In general, in the field of surveillance cameras, the fact that an algorithm operates in real time means that it operates above 10 FPS. Therefore, the proposed method worked in real time in the QVGA, VGA, and HD resolutions. On the other hand, the FHD resolution worked at 5.4 FPS even though GPU was used. The portion that occupied most of the computation amount was stereo matching. In general, however, most applications did not require stereo matching at FHD resolution. In the QVGA and VGA resolutions, the CPU occupied about 25% and the HD and FHD resolutions took up about 20%. The proposed method did not require a high occupancy, so there were enough resources to port other applications in the future.




4. Conclusions


In this paper, we proposed a people-counting method using a stereo camera in a NVIDIA Jetson TX2. The people-counting method using a mono camera is problematic as the counting accuracy is low given that detection is not performed due to occlusion. In the proposed method, two IMX 185 cameras were used to acquire 3-D information. The problem of non-detection due to occlusion was solved by projecting the side-view onto the top-view using this three-dimensional information. The detected person was tracked using the Kalman filter-based tracker to determine whether the person crossed the counting line. Compared with other methods, the proposed method showed a higher counting accuracy. Furthermore, it showed that the proposed method could operate real-time processing with rapid measurements. In the future, we will study ways to exclude user input at the initial stage by automatically estimating the ground. In addition, we will increase the number of counting lines to four to consider various directions.
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Figure 1. The schematic concept of the proposed method. 
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Figure 2. Flowchart of the proposed method. 
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Figure 3. Stereo camera configuration of the proposed method. 
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Figure 4. Feature point extraction using a chess board. 
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Figure 5. Stereo rectification. 
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Figure 6. Example of counting line. 
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Figure 7. Depth map extraction: (a) color image, and (b) disparity map. 
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Figure 8. Background subtraction result: (a) depth map, and (b) background subtraction result. 
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Figure 9. Top-view projection results: (a) color image; (b) height map; (c) occupancy map; (d) likelihood map; and (e) detection result. 
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Figure 10. Two cases where the trajectory of the object and the counting line intersect: (a) Case 1; and (b) Case 2. 
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Figure 11. Proposed people counting system: (a) color image; and (b) top view of (a). 
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Table 1. IMX 185 specification.
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	Sensor
	Sony Diagonal 8.58 mm Type 1/1.9 Complementary Metal Oxide Semiconductor (CMOS) Image Sensor IMX185LQJ



	Resolution
	Maximum 1937 × 1217



	Pixel Size
	3.75 μm × 3.75 μm



	Color
	Color sensor



	Interface
	Mobile Industry Processor Interface (MIPI) output



	Module Size
	38 mm × 38 mm



	Weight
	56 g
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Table 2. People counting accuracy of the proposed method.
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Sequence

	
Ground Truth

	
Proposed Method

	
Accuracy




	
Up

	
Down

	
Up

	
Down






	
Video1

	
9

	
12

	
12

	
13

	
80.95




	
Video2

	
5

	
9

	
15

	
9

	
28.57




	
Video3

	
8

	
11

	
7

	
11

	
94.74




	
Video4

	
14

	
40

	
13

	
39

	
96.30




	
Video5

	
5

	
13

	
6

	
13

	
94.44




	
Video6

	
8

	
22

	
10

	
20

	
100.00




	
Video7

	
26

	
9

	
25

	
9

	
97.14




	
Video8

	
21

	
23

	
20

	
22

	
95.45




	
Video9

	
14

	
15

	
14

	
15

	
100.00




	
Video10

	
16

	
10

	
16

	
10

	
100.00




	
Video11

	
29

	
6

	
27

	
6

	
94.29




	
Video12

	
28

	
11

	
24

	
11

	
89.74




	
Video13

	
22

	
19

	
25

	
18

	
95.12




	
Video14

	
21

	
15

	
21

	
14

	
97.22




	
Video15

	
6

	
3

	
4

	
4

	
88.89




	
Video16

	
4

	
13

	
4

	
13

	
100.00




	
Video17

	
11

	
15

	
11

	
14

	
96.15




	
Video18

	
14

	
7

	
12

	
7

	
90.48




	
Video19

	
9

	
11

	
8

	
11

	
95.00




	
Video20

	
7

	
30

	
9

	
29

	
97.30




	
Video21

	
16

	
15

	
15

	
13

	
90.32




	
Video22

	
5

	
15

	
5

	
16

	
95.00




	
Video23

	
14

	
25

	
12

	
26

	
97.44




	
Sum

	
312

	
349

	
315

	
343

	
98.95%




	
Total

	
661

	
658
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Table 3. Performance comparison for counting accuracy.
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Models

	
Mono Camera

	
Stereo Camera




	
GoogleNet–SSD

	
MobileNet–SSD

	
Ours (VGA)

	
Ours (HD)

	
Ours (FHD)






	
Accuracy

	
76.2%

	
83.0%

	
95.59%

	
98.95%

	
98.55%
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Table 4. FPS and resource occupancy per resolution of the proposed method.
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Mode

	
Resolution

	
Side-View




	
FPS

	
Occupancy (%)






	
CPU

	
QVGA (320 × 240)

	
15.4

	
21




	
VGA (640 × 480)

	
9.6

	
27




	
GPU

	
HD (1280 × 720)

	
12.5

	
GPU: 63

CPU: 18




	
FHD (1920 × 1080)

	
5.4

	
GPU: 65

CPU: 19
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