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Abstract: Plenoptic imaging (PI) enables refocusing, depth-of-field (DOF) extension and 3D visualization,
thanks to its ability to reconstruct the path of light rays from the lens to the image. However,
in state-of-the-art plenoptic devices, these advantages come at the expenses of the image resolution,
which is always well above the diffraction limit defined by the lens numerical aperture (NA).
To overcome this limitation, we have proposed exploiting the spatio-temporal correlations of
light, and to modify the ghost imaging scheme by endowing it with plenoptic properties. This
approach, named Correlation Plenoptic Imaging (CPI), enables pushing both resolution and DOF to
the fundamental limit imposed by wave-optics. In this paper, we review the methods to perform CPI
both with chaotic light and with entangled photon pairs. Both simulations and a proof-of-principle
experimental demonstration of CPI will be presented.

Keywords: quantum imaging; quantum entanglement; speckle phenomena; image restoration

1. Introduction

Plenoptic imaging is a recently established optical imaging technique, characterized by the
possibility to simultaneously detect both the spatial distribution and the propagation direction of
light in a given scene [1–3]. The ability to reconstruct light paths can be used, in post-processing,
to refocus out-of-focus objects, change the point of view on the scene and extend the DOF. PI is
also one of the simplest and fastest methods to obtain three-dimensional images with the current
technology [4–10]; in particular, it is among the imaging methods able to achieve 3D imaging in a single
shot [11–15]. PI does not require either multiple sensors for multiperspective acquisition, or scanning
or interferometric methods; single-shot 3D imaging is instead accomplished by a simple modification
of ordinary imaging devices (such as cameras and microscopes) that does not involve using multiple
excitation beams [13], multifocus gratings combined with aberration corrections [14] or spatial light
modulators [15]. The key component of state-of-the-art plenoptic cameras is a microlens array placed
in front of the sensor to ensure that a twofold information is encoded in the intensity detected by each
pixel: the distribution of light in the object plane, and the direction of light between the object and
the imaging device [16–20]. In the first implemented configuration, the microlenses were inserted in
the native image plane, and were employed to reproduce repeated images of the main camera lens
on the sensor behind them [3,21]. Light rays could thus be traced by joining each image “point” (i.e.,
each microlens) with each pixel associated with the image of the camera lens. To this end, the camera
lens is divided in Nu portions per side; hence, each portion of the camera lens has linear size D/Nu,
with D the lens diameter, and reproduces a ”sub-image” of the scene. Sub-images are clearly endowed
with a larger DOF than the ordinary image reproduced by the whole camera lens; this explains the
physical origin of the improved DOF of plenoptic imaging. In addition, the sub-image formed by each
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portion of the camera lens offers a different perspective on the scene of interest, as required for 3D
imaging. The drawback of these intriguing peculiarities of standard PI is the loss of spatial resolution,
which is now defined by the transverse size of the microlenses: resolution worsens by the same factor
Nu that fixes directional resolution. Hence, the potentials of plenoptic imaging are strongly limited
by the insertion of the microlens array and the use of a single sensor for retrieving both spatial and
directional information.

Despite its limitation, PI is currently employed in the most diverse applications, including 3D
imaging and sensing [5,22], stereoscopy [2,23,24], particle image velocimetry [25], particle tracking and
sizing [26], wavefront sensing [6,27–29], microscopy [4,6,11,30] and digital cameras with refocusing
capabilities [31]. Plenoptic imaging has also been employed in surgical robotics [32], endoscopic
applications [33], and blood-flow visualization [34].

In a more recent scheme, called Plenoptic 2.0, the microlenses create redundant images of portions
of the scene of interest, in order to somewhat smoothen the compromise between loss of resolution
and increased DOF [16–19]. Attempts to weaken the resolution vs. DOF trade-off have been made by
using signal processing and deconvolution [4,6,35–37], and other algorithms and analysis tools have
been developed [8,38].

In this perspective, we have recently proposed a fundamentally different approach to PI, named
correlation plenoptic imaging (CPI), which exploits the spatio-temporal correlation properties of light
beams to physically decouple the image formation from the retrieval of the directional information [39].
We perform “spatial” and “directional” measurements on two separate sensors: one gives the image
of the scene of interest, while the other one gives the image of the focusing element responsible for
image formation (e.g., the camera lens of standard PI). The correlation measurement combines such
structured information to provide the same kind of information acquired by a conventional plenoptic
camera, but without losing image resolution. In fact, the retrieval of the directional information is
exactly the same as in standard PI, namely, it is obtained by joining “points” of the image of interest
with “points” of the image of the focusing element.

We have theoretically shown that CPI can be achieved by exploiting the correlation properties
of both chaotic light [39,40] and entangled photons from spontaneous parametric down-conversion
(SPDC) [41]. We have also performed the first experimental proof of CPI with chaotic light [42], and we
are currently generalizing the experimental demonstration to entangled photons. The results suggest
that CPI can improve the power of plenoptic imaging, opening the way to promising applications,
especially in fields like microscopy and 3D imaging where fast acquisition must be combined with
high resolution. In addition, entangled photons from SPDC provide the possibility to perform CPI by
correlating photons of different wavelengths in the two arms of the setup: light illuminating the object in
one arm is not required to have the same wavelength as light remotely detected in the other arm [43–45].
This feature is interesting both in view of applications requiring specific illumination wavelengths for the
object and to optimize the detection efficiency. Entanglement has the further advantage of enabling high
signal-to-noise ratio (SNR) images at low photon fluxes [46–48], which is particularly interesting when
radiation damage of the sample is an issue (e.g., in biomedical microscopy).

Unlike previous fundamental demonstrations [49–51], CPI exploits the simultaneous momentum
and position correlation of light to address intrinsic limitations affecting practical imaging system,
such as the resolution versus DOF compromise. Compared to other 3D imaging techniques based on the
simultaneous detection of both the spatial distribution and the propagation direction of light, CPI does
not require either delicate interferometric techniques, as in digital holographic microscopy [52],
or phase retrieval algorithms, as in Fourier ptychography [53]. Furthermore, similar to standard
PI, CPI does not require fast pulsed light, as Time-Of-Flight (TOF) imaging [26,54–59], and, compared
to confocal microscopy [60], offers the advantage of being a scanning-free imaging modality.

In this paper, we review the main aspects of CPI, and present different schemes we have so far
developed. We start, in Section 2, with the first proposed CPI setup, where an adequate modification
of lensless ghost imaging is employed to retrieve the plenoptic ghost image of the object. In Section 3,
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we report the first experimental realization of this CPI scheme. In Section 4, we present an alternative
CPI scheme, where the image of the object is directly focused on one sensor, while ghost imaging
(i.e., correlation measurements) is employed to image the focusing element in order to gain the required
directional information; the practical advantages of this scheme will also be discussed. In Section 5,
we present CPI based on entangled photon pairs generated by SPDC.

2. Correlation Plenoptic Imaging with Chaotic Light—First Scheme

The general working principle of correlation plenoptic imaging can be understood by considering
the first setup we have developed and experimentally demonstrated.

As reported in Figure 1, light emitted by a chaotic (in our case, pseudothermal) source is divided
in two arms by a beam splitter (BS): the reflected beam propagates in arm a for a distance za from the
source before being detected by the sensor array Da; the transmitted beam travels in arm b, where
light impinges on a transmissive object at a distance zb from the source, and is then collected by
a lens Lb (characterized by the focal length F) for reproducing on the sensor array Db the image
of the source. The fluctuations of the intensity detected by each pixel of the two sensor arrays are
monitored in time to reconstruct their spatio-temporal correlations. By correlating the total intensity
on sensor Db with the one retrieved by each pixel of sensor Da, we obtain the “ghost image” (GI) of the
object, which is perfectly focused when za = zb [61–65]; here, the chaotic source is playing the role of a
focusing element, as shown by the unfolded representation (“Klyshko-like picture”) of Figure 2a [61,62].
The high-resolution detector array Db is not required to perform ghost imaging, where a bucket detector
with no spatial resolution behind the object is sufficient. However, in the present scheme, the detector
array Db is crucial: by reproducing the image of the light source, it enables joining points of the object
with points of the source plane, thus giving information on the direction of light, as required to perform
plenoptic imaging. Both spatial and angular information are encoded in the correlation of intensity
fluctuations; hence, correlation measurements provide the necessary information for performing the
typical tasks of plenoptic imaging, such as refocusing out-of-focus details of the 3D object of interest
(i.e., details placed outside the DOF of the standard image, at za 6= zb).

Directional
measurement

Spatial
measurement

    Chaotic
source objectBS

IMAGES

Db

Da

measured           refocused

Figure 1. First setup for achieving plenoptic imaging by intensity correlation measurements. Adapted
with the permission from [41], copyright MDPI, 2016. The lens Lb in the transmission arm of the beam
splitter collects on Db the image of the chaotic source, which plays the role of the focusing element.
A ghost image of the object is retrieved on the detector array Da by means of correlation measurements
between the intensity fluctuations at Da and Db.
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Figure 2. Unfolded setups (Klyshko-like pictures) of ghost imaging (a) and correlation plenoptic
imaging (b) with chaotic light, as referred to the focused case za = zb. Adapted with the permission
from [40], copyright Walter de Gruyter GmbH, 2016. In ghost imaging, a bucket detector collects light
transmitted by the object, with neither spatial nor directional resolution. In CPI, the high-resolution
detector Db enables measuring point-by-point intensity correlations between the two sensors and
simultaneously reconstruct both the transmission profile of the object and the propagation direction of
light from the source to the object.

2.1. Correlation Functions in CPI

The correlation between the fluctuations ∆Ia and ∆Ib of the intensities Ia and Ib, evaluated at the
transverse coordinates ρa and ρb defined on the planes of detectors Da and Db, respectively, reads

Γ(ρa, ρb) = 〈∆Ia(ρa)∆Ib(ρb)〉 = 〈Ia(ρa)Ib(ρb)〉 − 〈Ia(ρa)Ib(ρb)〉; (1)

the symbol 〈. . . 〉 denotes the expectation value on the state of the source, and can be determined by
taking into account the source statistics. For the setup represented in Figure 1, the computation in the
case of a chaotic and quasi-monochromatic source with central frequency ω0, yields (see Appendix A
for details)

Γ(za ,zb)
(ρa, ρb) =

∣∣∣∣∫ dρodρs A(ρ0)S(ρs)ei ω0
c ϕ(ρo ,ρs ;ρa ,ρb)

∣∣∣∣2 , (2)

with

ϕ(ρo, ρs; ρa, ρb) =
ρ2

s
2

(
1
zb
− 1

za

)
− ρo

zb
·
(

ρs +
ρb
M

)
+

ρs · ρa

za
, (3)

where ρo is the transverse coordinate on the plane of the sample, ρs is the transverse coordinate
on the source plane, c is the speed of light, ω0 is the pump frequency of the laser pump, A is the
aperture function of the object, S is the transverse intensity profile of the source and M the absolute
magnification of the image of the source on Db. The dependence of Γ on the distances za and zb
has been explicitly highlighted to enable easily checking whether focused or out-of-focus images are
being considered.

Integration of Γ over the whole directional sensor Db yields an incoherent image of the
object, whose point-spread function (PSF) is related with the Fourier transform of the function
S(ρs)ei ω0

2c (z
−1
b −z−1

a )ρ2
s , which we shall indicate by S̃ . The minimal point-spread thus occurs at zb = za,

where S̃ coincides with the Fourier transform of S ; this is the typical PSF of ghost imaging with chaotic
light. In particular, the focused ghost image reads

Σfoc(ρa) =
∫

dρbΓ(za ,za)(ρa, ρb) ∝
∫

dρo|A(ρo)|2
∣∣∣∣S̃ [ω0

cza
(ρo − ρa)

]∣∣∣∣2 , (4)

which entails a quasi one-to-one correspondence between points of the object (ρo) and pixels of
the sensor Da (ρa), with an uncertainty ∆ρa = λ0za/Ds defined by the effective diameter Ds of the
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source. On the other hand, sensor Db collects the image of the source as given by Equation (2),
thus enabling a correspondence between its pixels (ρb) and points of the source plane (ρb = −M ρs),
with an uncertainty ∆ρb = M λ0 zb/a defined by the typical size a of the smallest detail of the object.
The Klyshko-like pictures depicted in Figure 2 enables a comparison between the focusing effect of the
source in lensless ghost imaging (a) [66] and correlation plenoptic imaging (b). In fact, the structure of
the nontrivial term in Equation (2) indicates that, in a Klyshko-like unfolded setup, the source acts as a
phase conjugate mirror, and the correlated modes in the two arms of the setup are characterized by
similar transverse momenta.

2.2. Point-Spread Function and Plenoptic Properties

To better understand the physical meaning of the point-spread-function of CPI, and its
consequences on the DOF enhancement, let us consider a light source with a Gaussian intensity profile

S(ρs) =
1

2πσ2 exp
(
− ρ2

s
2σ2

)
. (5)

In this case, the coherent PSF in Equation (2) reduces to

C(ρo − α ρa) =
∫

dρsS(ρs)e
ω0
c zb

ρ2
s

2 (1−α)e−
iω0
czb

(ρo−αρa)·ρs ∝ exp

−1
2

(
ω0σ

czb

)2 |ρ0 − αρa|2

1− iω0σ2

czb
(1− α)

 , (6)

with α = zb/za. The PSF of the incoherent image, as obtained by integrating Equation (2) over ρb,
comes out to be the square modulus of the result in Equation (6), namely,

J (ρo − α ρa) ∝ exp

−(ω0σ

czb

)2 |ρ0 − αρa|2

1 +
(

ω0σ2

czb
(1− α)

)2

 . (7)

The physics behind the wider depth of field of CPI with respect to standard ghost imaging
comes out from the comparison of Equations (6) and (7). In fact, in geometrical optics (ω0 → ∞),
the variance of the incoherent PSF of Equation (7), typical of ghost imaging, approaches σ |1− α| and
is thus independent of frequency. In the same regime, the coherent PSF of Equation (6), associated
with correlation plenoptic imaging, reduces to an imaginary quadratic exponential, with typical
width

√
2πλ0zb|1− α|. Therefore, the width of the coherent PSF vanishes in the geometrical optics

approximation. Most important, the dependence of the two PSFs on defocusing (|1− α|) is such that
the (imaginary) width of the coherent PSF scales much slower than the width of the incoherent PSF.
This is the reason behind the wider DOF of (coherent) correlation plenoptic imaging, as compared
to inchoerent imaging, whether standard or ghost. Now, to unveil the plenoptic properties encoded
in Γ(za ,zb)

, it is worth considering the limit of Equation (2) in the short-wavelength regime, when the
integral is dominated by the stationary points of the phase. In particular, stationarity with respect to
ρo yields

ρs +
ρb
M

= 0, (8)

namely, the geometrical correspondence between points of the source and points of the sensor Db,
with magnification M and inversion of the image, as already discussed. The stationarity condition
with respect to ρs yields a less trivial result, that, combined with Equation (8), identifies the object
point ρo that provides the dominant contribution to the integral, at the given detection positions ρa

and ρb, which is:

ρo =
zb
za

ρa −
ρb
M

(
1− zb

za

)
. (9)
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Hence, in the geometrical-optics limit, the intensity correlation function reads

Γ(za ,zb)
(ρa, ρb) ∼ S

(
−ρb

M

)2
∣∣∣∣A[ zb

za
ρa −

ρb
M

(
1− zb

za

)]∣∣∣∣2 , (10)

namely, it reproduces the magnified and displaced image of the object (A), multiplied by the source
intensity profile, as shown in Figure 3a. When zb 6= za, integration over ρb blurres the image of the
aperture function of the object, thus giving an out of focus ghost image, as shown in Figure 3c.
This indicates the crucial role played in CPI by the high-resolution detector Db, as opposed to
the bucket detector of ghost imaging. In fact, magnified and displaced images obtained by the
correlation measurements can be reshaped and realigned (i.e., refocused) by employing the following
scaling property,

Γ(za ,zb)

[
za

zb
ρa −

ρb
M

(
1− za

zb

)
, ρb

]
∼ S

(
−ρb

M

)2
|A(ρa)|2 , (11)

as shown in Figure 3b. The independence of the image |A|2 of ρb guarantees that integration over ρb
does not compromise the image quality. In fact, as shown in Figure 3d, the final image

Σref
(za ,zb)

(ρa) =
∫

dρbΓ(za ,zb)

[
za

zb
ρa −

ρb
M

(
1− za

zb

)
, ρb

]
∼ Σfoc(ρa) (12)

now approximates, up to an intensity rescaling, the focused incoherent image in Equation (4).
The refocusing alghoritm of Equation (11) is formally identical to the one employed in standard
plenoptic imaging [3]. In fact, in analogy with standard plenoptic imaging, the key for refocusing is the
information on the direction of light propagating between the object and the focusing element. In our
CPI scheme, by measuring correlations, we can reconstruct the path of light rays from the source to
the object, as clarified in Figure 2b. Hence, once again, we find that the coherent images associated
with any fixed value of ρb, as described by Equations (10) and (11), have a wider depth of field with
respect to the incoherent images obtained by a mere integration over ρb. However, such images are
formed by a very small fraction of light propagating through the object, and are thus affected by a low
signal-to-noise ratio. The SNR highly improves when summing all the rescaled images of Equation (11)
over Db, to get the final refocused image of Equation (12).

Finally, both the result in Equation (10) and the plot in Figure 3a indicate that, when the image is
out of focus, each pixel on the sensor Db represents a different point of view from which the image of
the object is projected onto the sensor Da. Hence, imaging the light source on the sensor Db, enables
acquiring multi-perspective images of the scene of interest.

The change of viewpoint is a common feature of both PI and CPI, with the only difference that,
in CPI, it is obtained with a single lens (Lb) rather than by the microlens array of standard PI; therefore,
potentially, it is significantly larger in CPI than in standard PI. Despite not using it in the present work,
it is worth emphasizing the key role played by the wide change of perspective and its achievable
resolution, for implementing 3D imaging.

Based on Equations (11) and (12), to get a refocused image, one should know with sufficient
precision both the source-to-sensor distance za and the source-to-object distance zb. In reality, while za

is determined by experimental settings, zb is generally unknown. In this case, the refocusing algorithm
must be applied for different values of zb, until the optimal sharpness of the image is found. This is
shown in Figure 4, where we present a simulation of different images of an out of-focus object [67]:
(a) the blurred ghost image; (b) the refocused CPI image; (c) and (d) two refocusing attempts with
the correct value of za and an incorrect value of zb. The last two images are evidently less sharp
than the one in (b). This also indicates that the refocusing capability of CPI can also be exploited for
measuring distances.
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Figure 3. (a) Theoretical prediction of the correlation between the intensity fluctuations retrieved by
Da and Db, as given by both Equation (2) and, in the geometrical optics limit, Equation (10). Plots have
been obtained by considering the setup reported in Figure 1, with the parameters characterizing the
experimental setup, in the case of a triple slit of width a and center-to-center distance d = 2 a as a
transmissive object; (b) application to the data in panel (a) of the refocusing algorithm of Equation (11);
(c,d) the solid (yellow) lines represent theoretical predictions obtained by integration of the data of
panel (a,b), respectively, over the detector Db. In (c), we report the ghost image, while (d) shows the CPI
refocused image, as obtained by Equation (12). The (blue) points represent experimental data obtained
in the setup that will be discussed in Section 3 after integration of the two-dimensional images over the
coordinate ya. Reproduced with the permission from [42], copyright American Physical Society, 2017.

2.3. Depth-of-Field Improvement

To analyze the fundamental limits defining the maximum achievable resolution and DOF of CPI,
we shall compare the DOF of CPI and ghost imaging, which is in fact equivalent to any standard
imaging (SI) obtained by a focusing element having the same numerical aperture as the chaotic source.
For simplicity, we consider a 1D object A(ρo) = A(x0) and a source with a Gaussian profile, as in
Equation (5). In Figures 5 and 6, we report the incoherent ghost image (left column)

Σ(za ,zb)

(
za

zb
xa

)
=
∫

dxo|A(xo)|2J1(xo − xa), (13)

which, for za = zb, coincides with Σfoc of Equation (4), the coherent image from CPI (central column)

Γ(za ,zb)

(
za

zb
xa, xb = 0

)
=

∣∣∣∣∫ dxo A(xo)C1(xo − xa)

∣∣∣∣2 (14)
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and the refocused image from CPI (right column)

Σref
(za ,zb)

(xa) =
∫

dxbΓ(za ,zb)

(
za

zb
xa −

xb
M

(
1− za

zb

)
, xb

)
, (15)

with J1(x) =
∫

dyJ (x, y) and C1(x) =
∫

dyC(x, y), as defined in Equations (6) and (7). Single slits of
different width a are considered in Figure 5, and a double-slit mask in Figure 6. The Gaussian profile of
the source has width σ = 1.08 mm. In line with the experiment that will be discussed in the following
section, we fix the distance za between the source and the sensor Da, while changing the source-to-object
distance zb. Comparison of panels (b)–(e)–(h) with panels (c)–(f)–(i) of Figure 5 indicates that the
maximum achievable DOF in CPI is limited by diffraction at the object, which hinders the detection
of directional information, and hence the ability to refocus. Such dependence can be understood in
terms of Klyshko picture [68], as applied to ghost imaging with chaotic light [62]. In addition, Figure 6
shows that interference effects, typical of coherent imaging, also limit the maximum achievable DOF
of the refocused image. On the other hand, the resolution of the focused image is only limited by the
size of the focusing element. CPI thus reaches the fundamental limits imposed by the wave nature of
light to both image resolution and DOF.

(a) (b)

(c) (d)

Figure 4. Comparison between the out-of focus ghost image of a transmissive mask (a) and three
attempts (b–d) of refocusing it by applying Equation (12). The distance between the source and sensor
Da is za = 50 mm, while the object is placed at zb = 75 mm, namely at 25 mm from the object plane.
The source is characterized by a Gaussian intensity profile with standard deviation σ = 1 mm and
wavelength λ = 500 nm. We show an image (b) refocused by using the correct value of zb, and two
images (c,d) refocused at wrong distances zb = 60 mm and zb = 90 mm, respectively. Reproduced
with the permission from [67], copyright 2017 Society of Photo-Optical Instrumentation Engineers.
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Figure 5. Comparison between the incoherent images (a,d,g), the coherent images from CPI (b,e,h),
and the refocused images from CPI (c,f,i), for three different single-slit masks of width: a = 14 µm = ∆x f

(top panels), a = 36 µm ' 2.5 ∆x f (central panels), and a = 99 µm' 7.2 ∆x f (bottom panel), where ∆x f is the
diffraction-limited resolution in the focused image plane. The density plots report the correlation functions
of Equations (13)–(15), normalized to their peak value. The solid (white) lines represent the size of the object,
while the (white) dashed lines represent the tolerance on the blurring of the images, namely the resolution
limit. The (black) dotted lines indicate the DOF limits, defined as values of the longitudinal distance at
which the full width at half-maximum (FWHM) of the image increases with respect to the slit width a by the
FWHM of the focused point-spread function. The setup employed for the simulation is the experimental
one of Figure 10. The variations in the profile of large objects (e,f,h,i) are due to interference effects, related
with the coherent nature of such images (from supplementary material of Ref. [42]). Reproduced with the
permission from [42], copyright American Physical Society, 2017.

Figure 6. Comparison between: (a) the incoherent image, (b) the coherent image from CPI, and (c) the
refocused image from CPI, for a double-slit mask of width a = 14 µm = ∆x f and slit separation d = 2a.
The density plots report the correlation functions of Equations (13)–(15), normalized to their value in
xa = 0, for any value of zb − za. The solid (white) lines represent the edges of the slits. The (black)
dotted lines indicate the DOF, defined as the limits of zb − za where the visibility drops below 10%.
The images are from supplementary material, Ref. [42]. Reproduced with the permission from [42],
copyright American Physical Society, 2017.
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Correlation Plenoptic Imaging offers the unique opportunity to refocus without sacrificing
diffraction-limited image resolution, as defined by the numerical aperture of the imaging system.
In Figure 7c, the dashed line represents the estimate, based on geometrical optics, for the maximum
range of “perfect” refocusing in CPI [39], which is obtained from the condition∣∣∣∣1− za

zb

∣∣∣∣ < ∆x
∆u

=
dza/zb

max[λzb/a, 2λ/(Mb NAb), 2δu/M]
, (16)

with ∆x the resolution on the spatial sensor Da and ∆u the resolution on the source plane. On the
right-hand side of Equation (16), we have considered d as the distance between object points that we
want to resolve (e.g., the centers of a double slit), while a is the typical size of the smallest details of the
object (e.g., the slit width). The resolution limit ∆x = d za/zb is defined by the geometrical projection
of the image on the sensor plane. The resolution limit ∆u is defined by the largest contribution among
the ones determined by diffraction at the object (i.e., λ zb/a), the numerical aperture of Lb, or the
pixel size δu; the last two contributions enter into play only for objects very close to the light source
(i.e., for zb = 2 a/(Mb NAb) and zb = 2 δu a/(M λ), respectively). Hence, the physical quantities
that generally define the directional and spatial resolution of correlation plenoptic imaging are the
source-to-object distance zb and the quantities a and d that characterize the object transmission function.
Figure 7c shows, in a density plot, the visibility of the images of double slits with center-to-center
distance d and width a = d/2, evaluated in the experimental setting described in Section 3. The plot
tests the reliability of the geometrical prediction in Equation (16), and also reveals the real (wave-optics)
limits of resolution and depth of field in CPI. Oscillations that can be observed in the density plot are
due to the coherent nature of correlation plenoptic imaging.

Visibility
0 0.2 0.4 0.6 0.8 1.0

Figure 7. Visibility of double-slit masks in the case of standard imaging (a), standard plenoptic imaging
with Nu = 3 (b) and CPI (c). The compared devices are characterized by the same numerical aperture
of the focusing element employed in the experiment reported in Section 3. The distance d = 2a between
slits is measured in units of the focused image resolution ∆x f . Points labeled by A, B and C identify
the scenarios implemented in the experiment, and the corresponding results are reported in Figures 8
and 9a,b. In (c), the (white) dashed line indicates the limit of perfect refocusing, according to the
geometrical prediction of Equation (16) [42]. Reproduced with the permission from [42], copyright
American Physical Society, 2017.
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Figure 8. Experimental demonstration of CPI as obtained in the setup of Figure 10. The out of focus
image of the object (element 3 of group 2 of a positive USAF-1951 test target) is reported in the left
panel, while the refocused image is represented in the right panel. This experimental scenario, labelled
by B in Figure 7, is characterized by zb − za = 21 mm. The experimental data are retrieved with a pixel
size δx = 7.2 µm, coinciding with the resolution limit, as determined by diffraction; the effective pixel
size of the refocused image is scaled by a factor zb/za, in line with Equation (12). After correlation
measurement, the uncorrelated background has been removed by combining a Gaussian low-pass
filter with thresholding in the Fourier domain (experimental results originally published in Ref. [42]).
Reproduced with the permission from [42], copyright American Physical Society, 2017.

Figure 9. CPI images obtained in the experimental settings A and C of Figure 7, with the setup reported
in Figure 10. The experimental data are taken with a pixel size at the diffraction limit (δx = 7.2µm),
while the refocused images are characterized by an effective pixel size scaled by a factor zb/za, in line
with Equation (12). After correlation measurement, low-pass Gaussian filtering and thresholding in
the Fourier domain was applied to remove an uncorrelated background. Experimental results were
originally published in supplementary material of Ref. [42]. Reproduced with the permission from [42],
copyright American Physical Society, 2017.

To compare CPI with both standard imaging and standard PI, we consider imaging devices
having the same NA as the light source in our scheme, and report in Figure 7a,b the visibility they
achieve. In such cases, the quantity zb − za is the difference between the actual position of the object
and the position of the plane focused on the detector by the imaging lens. We have considered the
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case Nu = 3 (namely, 3× 3 resolution cells on the focusing element) in the case of standard PI, in order
to gain directional information without hindering too much spatial resolution. Comparing the three
plots in Figure 7, we can observe that CPI combines in an optimal way the advantages of standard
imaging and plenoptic imaging, since diffraction-limited resolution is preserved and DOF is increased
beyond the typical values achieved in standard PI. Moreover, the smaller object details that can be
refocused at zb = za/2 (d =

√
8 λ za ' 2.8 ∆x f ) can always be refocused for close up zb < za, no matter

how misfocused they are. For zb > za, the DOF associated with CPI is significantly larger than the
ones characterizing standard imaging and standard PI.

It is worth emphasizing that the DOF of the standard image represents the axial resolution of CPI
(∆zCPI = λ/ NA2); hence, the ratio between the depth of fields of CPI and standard imaging provides
an estimate of the number of unique planes that can be refocused by CPI.

3. Experimental Demonstration of CPI

The experimental setup employed to demonstrate CPI is represented in Figure 10. The light
source is a continuous-wave single-mode laser with wavelength λ = 532 nm and tunable power up to
5 W (Azur Light Systems ALS-532nm-SF, Azur Light Systems, Pessac, France). To obtain a controllable
chaotic source, the laser beam is expanded to a spot size σ = 1.08 mm, is passed through a polarizer and
impinges on a rotating ground glass disk, spinning at 0.05 Hz, at a distance of about 4 cm from its center.
As depicted in Figure 10, light is then divided by a polarizing beam-splitter (PBS). The combination
of polarizer and PBS enables optimizing the SNR by balancing the intensities at the sensors Da

and Db, which are different areas of the same scientific complementary metal-oxide semiconductor
(sCMOS) sensor (Hamamatsu ORCA-Flash 2.8 camera C11440-10C, Hamamatsu Corporation, Shizuoka
Prefecture, Hamamatsu, Japan). The reflected beam passes through the object of interest (ThorLabs
1951 USAF Resolution Test Targets, Newton, NJ, USA), propagates toward a lens (Lb) of focal length
F = 300 mm, and reaches the angular sensor Db, which lies in the conjugate plane of the source (image
has unitary magnification M = 1). The transmitted beam propagates toward a lens (La) of focal length
fa = 125 mm, that reproduces on the spatial sensor Da the image of the “ghost-imaging plane”, set at a
distance za = 92 mm from the source, with a magnification Ma = 1. In our case, the resolution at focus
is ∆x f = λ/NA = 14 µm, where NA is the smaller numerical aperture between the ones of the source
and of La. For objects at the resolution limit, DOF = λ/NA2 = 0.37 mm. The camera is characterized
by a pixel size of 3.6µm, which is much smaller than both the spatial and the directional resolution.
We thus perform a binning of the camera pixels to match the effective pixels δx and δu with the spatial
and directional resolutions, respectively. In particular, during data acquisition, we perform a 2 × 2
binning to get δx = 7.2µm ≈ ∆x f /2. In post-processing, a further 10 × 10 binning is performed on the
region of the camera sensor dedicated to the angular measurement, thus getting δu = 72µm < ∆u/2,
with ∆u = λ zb/a. The latter is determined, for the chosen values of zb and object size, by diffraction at
the object. The test target mimics small details and allows for easily monitoring the image resolution,
both in the out-of-focus and in the refocused image. We acquire 50,000 frames for all measurements at
a frame rate of 45.4 s−1, with an exposure time τmeas = 21µs approximately 100 times smaller than
the chaotic source coherence time. The acquired frames are processed to evaluate the spatio-temporal
intensity correlation, which is expected to converge to Equation (2). The CPI images are reported in
Figures 8 and 9a,b. In Figure 8, we report the experimental results obtained for element 3 of group 2
of the test target: the three slits have center-to-center distance d = 0.198 mm and slit width a = d/2
(measurement B in Figure 7). In the left column, we report the out-of-focus image obtained on Da

by measuring correlation with the whole detector Db, when the mask is placed significantly out of
focus (zb − za & 20 mm); this is equivalent to the blurred image that any conventional imaging system,
characterized by the same NA as our CPI scheme, would retrieve with the same defocusing. In the right
column, we report the same image after implementing the CPI refocusing algorithm in Equation (12).
In Figure 9, we report the experimental refocused images obtained, respectively, for element 3 of
group 2 (having d = 0.198 mm) placed at zb − za = −46 mm (measurement A in Figure 7), and for
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element 4 of group 1 (having d = 0.354 mm) placed at zb − za = 41 mm (measurement C in Figure 7).
The corresponding standard ghost images are much more blurred than the one reported in Figure 8a,
and therefore have not been reported. The SNR in Figure 9a is lower than in Figures 8b and 9b
because the displaced coherent images retrieved for zb = za/2 are two times larger than the object,
and distributed over a region wider than the illuminated area; the coherent images are thus affected by
a poor SNR, which reflects on the final refocused image. To avoid this issue, the divergence of the light
source should be designed to account for such displacement and enlargement.

Directional
measurement

Spatial
measurement

     Chaotic
    source

Object

PBS

Ghost Image 
plane

Da

Db

Figure 10. Experimental setup for the proof-of-principle demonstration of correlation plenoptic imaging
with chaotic light. Adapted with the permission from [42], copyright American Physical Society, 2017.
The spatial (Da) and the angular (Db) sensors are part of the same scientific complementary metal-oxide
semiconductor camera (sCMOS). The additional lens La reproduces the “ghost image plane” on
sensor Da.

The experimental parameters used to obtain the results in Figures 8 and 9 are identified by points
A, B and C in Figure 7. In all three experiments, correlation plenoptic imaging provides a relevant
DOF advantage: CPI enables refocusing the object associated with A and B in a 7 times larger range
than in standard imaging, and in a 2.5 times larger range than with standard PI having Nu = 3. For
the object associated with point C, the refocusing range of CPI is four times larger than the DOF of
standard imaging and two times larger than the DOF of a standard PI device characterized by a spatial
resolution that is three times worse (i.e., Nu = 3).

4. A Different Architecture of CPI with Chaotic Light

We are now going to discuss the possibility of performing correlation plenoptic imaging in a setup
that also enables standard imaging, namely, where the image of the object is available from ordinary
intensity measurements. The advantage is the possibility to directly monitor the object while plenoptic
imaging is performed. The proposed setup is represented in Figure 11; it is characterized by the same
components as the scheme discussed in Section 2, but the light source and the lens now play opposite
roles. Actually, the lens Lb now focuses the object on detector Db, while the chaotic source enables
for reproducing the ghost image of the lens by intensity correlation measurements [69]. For the ghost
image of the lens to be focused on Db, we set

za = zb + S1. (17)
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The choice of imaging the lens Lb is motivated by the need to gain directional information on light
propagating from the object to Db. In fact, in the present scenario, Lb is the focusing element, responsible
for reproducing the image of the object of interest. The object is focused on Db when the lens-to-sensor
distance is S2 = S f

2 , with
1
S1

+
1

S f
2

=
1
f

; (18)

however, since we are interested in demonstrating the refocusing power of this scheme, we shall not
fix the value of S2.

The correlation function is determined by an integral involving the source intensity profile S(ρs),
the object aperture function A(ρo) and the lens pupil function P(ρ`). However, in line with realistic
experimental conditions, we shall assume that the source is large enough not to affect propagation of
light in arm b of the setup; in this case, the value of Γ is determined with good approximation by the
object features and the lens aperture, namely (up to irrelevant constants),

Γ(S1,S2)
(ρa, ρb) =

∣∣∣∣∫ dρodρ`A(ρo)P(ρ`)ei ω0
c ψ(ρo ,ρ`;ρa ,ρb)

∣∣∣∣2 , (19)

where

ψ(ρo, ρ`; ρa, ρb) =

(
1
S2
− 1

S f
2

)
ρ2
`

2
−
(

ρo

S1
+

ρb
S2

)
· ρ` +

ρo · ρa

S1
. (20)

With respect to the result obtained for the scheme of Figure 1, the source intensity profile is
replaced here by the pupil function of the lens, and the focusing condition za = zb is replaced by
S2 = S f

2 .

Directional
measurement

Spatial
measurement

    Chaotic
source objectBS

IMAGES

Db

Da

measured           refocused

Figure 11. Alternative scheme to perform CPI with chaotic light, while monitoring the object by
standard imaging. The lens Lb reproduces the image of the object on detector Db, thus playing the role
of the focusing element. The (ghost) image of this lens is retrieved on Da by correlation measurements.
Information on the direction of light from the object plane to the lens, as given by the correlation of
intensity fluctuations, enables refocusing objects placed out of the conjugate plane of the object, namely
at S2 6= S f

2 .
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Similar to the previous scheme, the incoherent image of the object is recovered by integrating the
correlation function over the whole angular detector Da

Σfoc(ρb) =
∫

dρaΓ(S1,S2)
(ρa, ρb) ∝

∫
dρo |A(ρo)|2

∣∣∣∣∣∣∣
∫

d2ρ`P(ρ`)e
−i ω0

c

(
ρo
S1

+
ρb
S f

2

)
·ρ`

∣∣∣∣∣∣∣
2

, (21)

where the focusing condition is related with the disappearance of the quadratic phase in Equation (19).
As expected, the width of the PSF is determined by the lens diameter (D`), which is, ∆ρb ∼ λ0 S f

2 /D`;
hence, the object resolution is ∆ρo ∼ λ0 S1/D`. On the other hand, the incoherent ghost image of the
lens is retrieved by integrating the correlation function over ρa, to get

∫
dρbΓ(S1,S2)

(ρa, ρb) ∝
∫

dρ` |P(ρ`)|2
∣∣∣∣Ã( ω0

c S1
(ρ` − ρa)

)∣∣∣∣2 . (22)

The PSF of this image is represented by the Fourier transform of the object transmission function
Ã; the resolution ∆ρa ∼ λ0 S1/a is thus fixed by the typical size a of the smallest details of the object.
In addition, in this case, the angular resolution is thus only hindered by diffraction at the object,
provided if the source is large enough not to play the role of a limiting pupil.

The plenoptic properties of the correlation function can be unveiled by imposing the stationary
phase condition in the integral of Equation (19). The most relevant term in the geometrical optics
regime reads

Γ(S1,S2)
(ρa, ρb) ∼ |P(ρa)|2

∣∣∣∣∣A
[

S1

S2

(
−ρb +

(
1− S2

S f
2

)
ρa

)]∣∣∣∣∣
2

. (23)

As in the previous setup, the dependence of the retrieved correlation function on the coordinates
(ρa ' ρ`) of the focusing element provides different viewpoints on the object, as required for 3D
imaging. In addition, when the sensor Db retrieves an out-of-focus image (S2 6= S f

2 ), refocusing can be
achieved through a simple rescaling procedure, and the final image is given by

Σref
(S1,S2)

(ρb) =
∫

dρaΓ

[
ρa,

S1

S f
2

ρb +

(
S1

S f
2

)
ρa

]
'
∣∣∣∣∣A
(
− S1

S f
2

ρa

)∣∣∣∣∣
2

∼ Σfoc(ρb), (24)

which approximates the focused image with an accuracy that improves as the geometrical-optics limit
is approached.

Comparison between the Two Schemes

The present CPI setup, where the object is directly imaged by a lens Lb, ensures a larger control
on the image resolution, which is now defined by the lens diameter rather than by the intensity profile
of the chaotic source, as in the previous scheme. Another advantage of the new scheme is that the
correlation function Γ depends on the square of the lens pupil function P(ρ`), which is usually a binary
object; on the contrary, in the previous case, the dependence on the squared intensity profile of the
source leads to a reduction of the signal in correspondence of dimmer areas. Still, this alternative
scheme requires a source that is large enough as not to affect the resolution of the ghost image of the
lens, which is thus only limited by diffraction at the object. An interesting follow-up of this research
is the extension of the discussed methods to microscopy, one of the most intriguing applications of
plenoptic imaging.

5. CPI with Entangled Photons

Up to now, we have discussed CPI setups based on chaotic light intensity correlations. Actually,
the scheme can be generalized to any kind of correlated beam, provided that their properties are
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correctly taken into account. An outstanding example is given by entangled photon pairs, as produced
by SPDC. Here, we will discuss the setup reported in Figure 12. In view of plenoptic imaging, this setup
must enable the parallel acquisition of several images of the given scene, one for each propagation
direction of light. We shall soon demonstrate that, also in this case, the sensor Da retrieves N coherent
ghost images of the object by means of correlation measurements with the N pixels of Db, each one
giving a different viewpoint on the desired scene. This is quite intuitive if one considers that, similar
to the first CPI setup in Figure 1, Db reproduces the image of the light source. Like both previous CPI
schemes, the lens Lb alone replaces the microlens array required in standard plenoptic imaging.

Directional
measurement

Spatial
measurement

       SPDC
source ObjectBS

measured           refocused

IMAGES

Coincidence
counting

Db

Da

z'b

Figure 12. Scheme to perform CPI by exploiting the quantum correlations of entangled photon pairs
emitted by spontaneous parametric down conversion (SPDC). Adapted with the permission from [41],
copyright MDPI, 2016. The emitted photon beam is divided by a beam splitter. The reflected beam is
collected, in arm a, by the lens La of focal length f , before being detected by the high-resolution detector
Da. The transmitted beam, in arm b, impinges on an object at a distance zb from the source, and is
then refracted by a lens Lb of focal length F toward the high-resolution detector Db. The distances
zb, z′b, z′′b between components in path b are chosen in such a way that an image of the source is formed
on detector Db by the lens Lb. The distances za and z′a are such that a ghost image of the object is
retrieved on Da when intensity correlations with Db are measured; the ghost image is focused when
the “two-photon thin-lens equation” 1/(zb + za) + 1/z′a = 1/ f is satisfied. Correlations between the
intensities at the two sensors are retrieved either by coincidence counting or by software correlation of
the registered intensity patterns.

As in the case of chaotic light, the intensity correlation measurement and, in the photon-counting
regime, the coincidence detection, are described by the second order Glauber correlation function
(see Equation (A1)). The expectation value is now taken over the two-photon signal-idler state
produced by SPDC [70–72]

|Ψ〉 = N
∫

dν s(LDν)
∫

dκidκshtr(κi + κs)a†
ki

a†
ks
|0〉, (25)

where ν is the detuning of the signal and idler beams compared to their central frequencies
Ωs = Ωi = ωp/2, related with the pump laser frequency ωp by the phase-matching conditions, L is
the longitudinal size of the SPDC crystal, D is the group velocity difference between the two beams,
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the function s(LDν) is the SPDC biphoton spectrum [73,74], N is an irrelevant normalization, and htr

is the Fourier transform of the transverse amplitude profile of the pump laser:

F (ρ) =
∫

dκeiκ·ρhtr(κ) (26)

and the a+ki,s
are the operators that create photons with a definite momentum out of the vacuum |0〉. The

computation of the second order Glauber correlation function, reported in the Appendix B, provides
the following result:

Γ(z′a ,zb)
(ρa, ρb) ∝

∣∣∣∣∫ dρo A(ρo)
∫

dρsF (ρs)ei Ω
c ϕ(ρo ,ρs ;ρa ,ρb)

∣∣∣∣2 , (27)

with

ϕ(ρo, ρs; ρa, ρb) =

[
1
zb

+
1
za

(
1− ζ(za, z′a)

za

)]
|ρs|2

2
− ζ(za, z′a)

zaz′a
ρs · ρa −

1
zb

(
ρs +

ρb
M

)
· ρo, (28)

where ζ(za, z′a) = (zbF + za)za/zbF.

5.1. Plenoptic Properties of the Correlation Function

The typical refocusing capability of PI characterized also the the CPI protocol due to the spatial
and angular information encoded in the correlation function of Equation (27). To explicitly see this
point, let us start by considering the simple case of a focused image, as obtained when the distance
between the object and the source zb = zbF satisfies the two-photon thin lens equation [61,75]

1
za + zbF

+
1
z′a

=
1
f

. (29)

In this situation, the correlation function of Equation (27) gives the (incoherent) ghost image of the
object, upon integration over the detection plane of Db [61,75]:

Σfoc(ρa) =
∫

dρbΓ(za ,zbF)
(ρa, ρb) ∝

∫
dρo|A(ρo)|2

∣∣∣∣htr

[
Ω

czbF

(
ρo +

ρa

m

)]∣∣∣∣2 , (30)

where m = z′a/(za + zbF) is the image magnification. This result holds if htr is more peaked around the
origin than the Fourier transform of the imaging lens La; otherwise, it would be affected by the finite
size of the lens. Such image is formally equivalent to the incoherent image obtained in an ordinary
imaging system, were the PSF htr is given by the Fourier transform of the imaging lens pupil. However,
as in the case of chaotic light, the correlation function of Equation (27) contains much more information
than the ghost image: the main physical differences are once again related with the coherent nature of
the images it encodes.

Coherence is the immediate consequence of measuring coincidences between the spatial sensor
Da and any pixel of the angular sensor Db. This can be better understood in terms of the Klyshko
picture [75] reported in Figure 13: light illuminating the object and contributing to the coincidence
detection between any two pairs of pixels ρa and ρb has a well defined propagation direction; hence,
it is responsible for the formation of a coherent image.

Now, to explicitly demonstrate both the refocusing and three-dimensional imaging capabilities of
this scheme, and to better highlight the plenoptic properties of the correlation function of Equation (27),
we shall consider the more general out-of-focus situation (zb 6= zbF). The stationary points of the phase
defined in Equation (28) enable to determine the geometrical correspondence between points on the
object and the source with points on sensors Da and Db, respectively. In particular, the stationarity of ϕ
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with respect to ρs determines the object point that gives the predominant contribution to the integral
of Equation (27), which is

ρo = −
zb
zbF

ρa

m
− ρb

M

(
1− zb

zbF

)
. (31)

When the focusing condition of Equation (29) is satisfied, this object point becomes independent of
the specific sensor pixel ρb; hence, the focused ghost image is not sensitive anymore to the change of
perspective enabled by the high resolution of the angular sensor Db. On the other hand, the stationarity
of ϕ with respect to ρo yields the focusing of the source on the sensor Db:

ρs = −
ρb
M

. (32)

Therefore, in the geometrical optics limit, the correlation function of Equation (27) reduces to the
product of the tilted and rescaled geometrical image of the object with the source profile

Γ(z′a ,zb)
(ρa, ρb) ∼

∣∣∣∣A [− zb
zbF

ρa

m
− ρb

M

(
1− zb

zbF

)]∣∣∣∣2 ∣∣∣F (−ρb
M

)∣∣∣2 . (33)

By properly rescaling the variable ρa, the correlation function gives the perfectly aligned geometrical
images of the desired scene, one for each value of ρb, namely

Γref
(z′a ,zb)

[
zbF
zb

ρa +
ρb
M

m
(

1− zbF
zb

)
, ρb

]
∼
∣∣∣F (−ρb

M

)∣∣∣2 ∣∣∣A (−ρa

m

)∣∣∣2 . (34)

Such rescaling is formally identical to the one employed both in standard plenoptic imaging [3] and
in correlation plenoptic imaging with chaotic light (see Equation (11)). Similar to standard plenoptic
imaging, the signal-to-noise ratio is highly improved by integrating the result of Equation (34) over
the whole sensor array ρb, thus employing light coming from the whole light source. The result

Σref
(z′a ,zb)

(ρa) =
∫

dρbΓref
(z′a ,zb)

[
zbF
zb

ρa +
ρb
M

m
(

1− zbF
zb

)
, ρb

]
(35)

represents the refocused incoherent ghost image of an object placed at a generic distance zb from the source.

Db

z a zb=zbF z ' b z ' ' b

ρ a ρ s ρ o ρ 'ℓ ρ b

Da

SPDC
SOURCE

ρ ℓ

z ' a

1
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+
1
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=
1
f

1
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+
1
z ' ' b
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Figure 13. The unfolded version (Klyshko picture) of the setup represented in Figure 12 shows the
combined focusing effect on the basis of CPI with entangled photons: on one hand, the lens La focuses the
ghost image of the object (by correlation measurement) on the detector Da; on the other hand, the lens Lb
reproduces on Db the image of the source, filtered by the object transmission function. Adapted with the
permission from [41], copyright MDPI, 2016. The solid and dashed lines represent two-photon amplitudes
transmitted by the same object point, and eventually focused on the same pixel of Da. The dashed and
dotted lines are emitted by the same source point and focused in the same pixel of Db.
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The accuracy of the quasi one-to-one correspondence of object and source points with their
images on Da and Db, respectively, is at the basis of the resolution properties of CPI with
entangled photons. On one hand, the object PSF in Equation (30) is characterized by a spot size
∆ρa ∼ m c zbF/(Ω Ds), with Ds the typical transverse size (effective diameter) of the pump profile.
On the other hand, the PSF of the source image is determined by the size a of the smallest object
details, through ∆ρb ∼ M c zb/(Ω a). Hence, for pixel size above the resolution limits, spatial and
directional resolutions are decoupled, as in chaotic light CPI. Therefore, also CPI with entangled
photons overcomes the intrinsic limitations of standard plenoptic imaging and achieves a larger depth
of field (as defining by the angular resolution), with diffraction-limited resolution.

5.2. Depth-of-Field Improvement

Let us compare the depth of field of CPI with entangled photons with the one of PI and SI devices,
following the same strategy as in Section 2.3, namely by evaluating the visibility of the images of a
double-slit mask having width a and center-to-center distance d = 2a, as retrieved at different axial
positions zb, The minimum resolved distance d is defined as the one at which the visibility of the slits
image falls below 10%.

In Figure 14a, we plot the minimum resolved distance d, as a function of the defocusing parameter
zb − zbF, for ghost imaging (orange), plenoptic imaging with Nu = 3 (green) and CPI (blue). In all
cases, we choose the same numerical aperture (NA = 0.3). CPI clearly enables refocusing in a wider
range than both standard imaging (SI) and standard plenoptic imaging (PI) without losing the high
resolution of the focused image. Points A and B correspond to the examples shown in Figure 14b.
In case A, the slit distance and zb are chosen to be very close to the boundary of the CPI refocusing
range: both SI and PI are completely out-of-focus, while CPI still partially resolves the object. Point B
lies outside the PI refocusing range but well below the CPI limits, and the refocused image thus
appears to be well-resolved. Interference effects in the simulated results of Figure 14b are due to the
coherent nature of CPI.

(a) (b)

Figure 14. In (a), we plot the resolution of standard ghost imaging (SI), classical plenoptic imaging (PI)
with 3× 3 pixels for each microlens, and CPI with entangled photons, as a function of the longitudinal
displacement zb − zbF of the sample from the focused object plane. In (b), we simulate the images of
triple slit, placed in the points A (top row) and B (bottom row) in the case of SI, PI and CPI. Reproduced
with the permission from [76], copyright 2018 Society of Photo Optical Instrumentation Engineers.

6. Conclusions

We have reviewed the basic principles and most relevant implementations of correlation plenoptic
imaging, while focusing both on the improvement with respect to standard plenoptic imaging and the
comparison among different CPI strategies. Unlike standard plenoptic imaging, CPI has no constraints
on image resolution, which stays diffraction limited as in standard imaging systems. At the same
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time, CPI enables increasing the DOF well beyond the typical values of standard imaging, as reported
in Figures 7 and 14. The results are unchanged for reflective and transmissive samples. CPI is also
expected to work with different kinds of sources, of either photons or particles [77], provided they are
characterized by correlation in both position and momentum [61,78].

CPI is promising for both microscopy and 3D imaging, due to its ability to decouple transverse
and axial resolutions, to achieve high DOF, and to acquire multiperspective images with a single
device. In the future, we will employ both hardware (fast CMOS, smart sensors [79]) and software
(compressed-sensing and sparse measurement techniques [80]) solutions to optimize the acquisition
time and regain the single-shot advantage of conventional plenoptic imaging. Moreover, we will
investigate the potential of the intrinsically coherent nature of CPI, to achieve superresolution and
perform tasks, like wavefront sensing, in which quantum state estimation techniques [81,82], based on
the reconstruction of the coherence function of light, have already proved to be effective.

7. Patents

• Device and process for the plenoptic capture of images, request n. 102016000027106 of 15 March 2016 to
the Italian Patent Office (approved); extension request n. EP17160543.9 of 13 March 2017 to the
European Patent Office (pending); inventors: Milena D’Angelo, Augusto Garuccio, Francesco V.
Pepe, Teresa Macchia, Ornella Vaccarelli.

• Device and process for the contemporary capture of standard and plenoptic images, request n.
PCT/IB2017/055842 of 26 September 2017 to the International Searching Authority (pending);
inventors: Milena D’Angelo, Augusto Garuccio, Francesco V. Pepe, Ornella Vaccarelli.

• Device and process for the acquisition of microscopic plenoptic images with turbulence mitigation, request
n. 102018000007857 of 3 August 2018 to the Italian Patent Office (pending); inventors: Milena
D’Angelo, Francesco Di Lena, Augusto Garuccio, Francesco V. Pepe, Alessio Scagliola.
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Abbreviations

The following abbreviations are used in this manuscript:
PI plenoptic imaging
DOF depth of field
NA Numerical Aperture
CPI correlation plenoptic imaging
SPDC spontaneous parametric down-conversion
SNR signal-to-noise ratio
GI ghost imaging
BS beam splitter
PSF point-spread function
SI standard imaging
FWHM full width at half-maximum
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Symbol Meaning
Γ Transverse correlation function
A Aperture function of the object
S Transverse intensity profile of the chaotic light source
Σ Incoherent image function
P Lens pupil function
F Transverse amplitude profile of the laser pump in SPDC

Appendix A. Theoretical Background of of CPI with Chaotic Light

The second-order correlation between the intensities at two points of sensors Da and Db,
is described by the Glauber four-point correlation function [83]

G(2)(ρa, ρb; ta, tb)= 〈E
(−)
a (ρa, ta)E(−)

b (ρb, tb)E(+)
b (ρb, tb)E(+)

a (ρa, ta)〉, (A1)

where ρi = (xi, yi) is the coordinate on the detector Di (with i = a, b), ti is the time at which the
signal at Di is detected, and E(±)

i are the components of the electric field, related by E(+) = (E(−))†,
with positive and negative frequencies, respectively. We use the scalar approximation for the electric
field because, in our setup, light has either a spatial structure independent of polarization or a fixed
polarization. In Equation (A1), the expectation value is taken over the quantum state of the source
(i.e., 〈O〉 = Tr($O)). The transfer functions gi(ρ, k) relates the fields at ρi to the modes k of the field
emitted by the source [84], which is

E(+)
i (ρi, ti) = C

∫
dω

∫
dκ ake−iωti gi(ρi, k). (A2)

In the above equation, ω = c|k| is the frequency of the mode k, κ its transverse momentum,
and ak is the mode annihilation operator, which, together with the creation operator a†

k′ , satisfies
the canonical commutation relation [ak, a†

k′ ] = δk,k′ ; C is an irrelevant constant. In the paraxial
approximation, the longitudinal component kz of the wave vector is such that ω ' ckz. For stationary
and quasi-monochromatic sources, characterized by a central frequency ω0, the combination of
Equations (A2) and (A1) leads to non-vanishing expectation values 〈a†

k1
a†

k2
ak3 ak4〉 only if |kg| ' ω0/c

for i = 1, . . . , 4. In this case, the Glauber four-point function in Equation (A1) depends only on the time
difference τ = ta − tb. Moreover, the correlation function becomes the product of a time-dependent
and a space-dependent part. If the source is chaotic, the correlation function is made of two terms [62]

〈a†
k1

a†
k2

ak3 ak4〉 ∝ δ(k1 − k4)δ(k2 − k3) + δ(k1 − k3)δ(k2 − k4), (A3)

which are related to the bosonic symmetrization of two-photon states. Notice that the above result
strictly holds for an indefinitely extended and flat chaotic source. If the source is characterized by a
nontrivial amplitude profile, we can still keep the result (3) and insert the information on the spatial
modulation in the propagators. Hence, if one neglects the time dependence by only considering
detection time differences (τ) which are much smaller than the source coherence time, the correlation
function in Equation (A1), as evaluated for a stationary, quasi-monochromatic and chaotic source, reads

G(2)(ρa, ρb) = Ia(ρa)Ib(ρb) + Γ(ρa, ρb), (A4)

where the first term is the product average of intensities:

Ii(ρi) =
∫

dκ|gi(ρi, κ)|2 (A5)
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at the pixel located in ρi of the sensor Di; notice that the frequency dependence has been dropped in
the transfer functions gi. The second term

Γ(ρa, ρb) =

∣∣∣∣∫ dκga(ρa, κ)∗gb(ρb, κ)

∣∣∣∣2 (A6)

represents the nontrivial part of the second-order correlation, which can be used to encode either
standard or plenoptic imaging properties.

In order to unveil such properties, we first need to compute the transfer functions ga and gb.
To this end, we use the paraxial Gaussian propagator [84].

G(ρ, z; ω) = G(ρ)[ ω
cz ]

h(ω, z), (A7)

with

G(ρ)[β] = exp
(

i
2

βρ2
)

, h(ω, z) = −i
ω

2πcz
ei ω

c z, (A8)

and treat the source as an emitter of paraxial waves. In arm a, light propagates in free space from the
source to the detector Da. Hence, the corresponding transfer function is

ga(ρa, κ) = h(ω0, za)
∫

dρs f (ρs)eiκ·ρs G(ρa − ρs)[ ω0
cza ]

= Ca(ρa, za)
∫

dρs f (ρs)ei(κ− ω0
cza ρa)·ρs G(ρs)[ ω0

cza ]
, (A9)

where f (ρs) is the source amplitude profile, and

Ca(ρa, za) = h(ω0, za)G(ρa)[ ω0
cza ].

(A10)

Computation of the field propagator gb requires additional integration on both the object and the
lens plane, namely:

gb(ρb, κ) = h(ω0, zb)h(ω0, So − zb)h(ω0, Si)
∫

dρs f (ρs)eiκ·ρs

∫
dρoG(ρo − ρs)[ ω0

czb

]A(ρo)

×
∫

dρ`G(ρ` − ρo)[ ω0
c(So−zb)

]L(ρ`)G(ρb − ρ`)
[

ω0
cSi

]
,

(A11)

where A(ρo) and L(ρ`) are the transmission functions of the object and the lens, respectively.
Henceforth, we shall assume that the finite size of the lens Lb is irrelevant for propagation in arm b,
and approximate its transmission function with the Gaussian phase shift G(ρ`)[−ω0/cF], thus neglecting
the pupil function. This assumption is justified by the fact that the spot on the lens is limited by the size
of both the source and the transmissive part of the object. If light falls outside the lens pupil, the finite
size of Lb must be taken into account. Assuming that the distance from the source to the lens (So) and
from the lens to the detector (Si) are conjugate (i.e., 1/Si + 1/So = 1/F), the propagator in arm b reads

gb(ρb, κ) = Cb(ρb, zb)
∫

dρs

∫
dρo f (ρs)A(ρo)G(ρs)[ ω0

czb

]eiκ·ρs−
iω0
czb

ρo ·(ρs+
ρb
M ), (A12)

where M = Si/So is the lens magnification and

Cb(ρb, zb) := h(ω0, zb)h(ω0, Si)
So

zb
ei ω0

c (So−zb)G(ρa)[ ω0
cSi

(
1− So−zb

Mzb

)] . (A13)
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Given the propagators of Equations (A9) and (A12), it is now straightforward to compute the
correlation function of Equation (A4). In particular, the intensities at the detectors, as defined in
Equation (A5), are given by:

Ia(ρa) = Ka(za)
∫

dρsS(ρs), (A14)

with S = | f |2 the intensity profile of the source, Kj = |2πCj|2, and

Ib(ρb) = Kb(zb)
∫

dρsS(ρs)

∣∣∣∣Ã [ω0

czb

(
ρs +

ρb
M

)]∣∣∣∣2 (A15)

with Ã(κ) =
∫

dρo A(ρo)e−iκ·ρo .Therefore, none of the intensity profiles retrieved by each sensor,
encode the image of the object; actually, Ia is constant in space, while the spatial distribution of Ib
reproduces the incoherent image of the source, with a PSF given by the squared Fourier transform of
the object transmission function. The interesting part of the intensity correlation function (A6), which
determines the plenoptic properties of the setup, reads

Γ(za ,zb)
(ρa, ρb) = Ka(za)Kb(zb)

∣∣∣∣∣∫ dρo
∫

dρs A(ρ0)S(ρs)G(ρs)[ ω0
c

(
1

zb
− 1

za

)]e− iω0
czb
[(ρo−

zb
za ρa)·ρs+ρo ·

ρb
M ]
∣∣∣∣∣
2

; (A16)

here, the notation has been slightly enhanced to highlight the dependence of Γ on the distances za

and zb.

Appendix B. Theoretical Background of CPI with Entangled Photos

Let us consider the quantum state of radiation described by the wave function in Equation (25).
Here, for the sake of simplicity, we are assuming that SPDC radiation to be degenerate. However,
the result that will be discussed in this section admit an immediate generalization to the non-degenerate
case [43,44]. Without loss of generality, we will also approximate the source as monochromatic,
and consequently neglect the time dependence of the correlation function. The commutation relations
[ak, ak′ ] = 0 and [ak, a†

k′ ] = δ(k − k′) and the inversion symmetry htr(κ) = htr(−κ) are useful to
evaluate the spatial part of the two-photon correlation function, yielding

Γ(ρa, ρb) =

∣∣∣∣∫ dκa

∫
dκbga(ρa, κa)gb(ρb, κb)htr(κa + κb)

∣∣∣∣2 , (A17)

up to irrelevant constants. This result entails a strong coupling between the two distant sensors Da

and Db, deriving from by the entanglement in momentum characterizing SPDC biphotons.
Let us now evaluate the propagators in the two arms of the setup depicted in Figure 12; we shall

assume for simplicity the lenses to be diffraction-limited and propagation is paraxial. The propagator
associated with arm a of the setup reads

ga(ρa, κa) = Ca(za, z′a)
∫

dρs
∫

dρ`eiκa ·ρs G(ρ` − ρs)[ Ω
cza ]

G(ρ`)
[
− Ω

c f

]G(ρa − ρ`)
[

Ω
cz′a

]
= C ′a(za, z′a)G(ρa)[Ω

c

(
1

za −
ζ(za ,z′a)

z′a
2

)] ∫ dρseiκa ·ρs G(ρs)[ Ω
cza

(
1− ζ(za ,z′a)

za

)]e
− iΩζ(za ,z′a)

czaz′a
ρs ·ρa ,

(A18)

where

ζ(za, z′a) =
(

1
za

+
1
z′a
− 1

f

)−1
. (A19)

ρs and ρ` are transverse coordinates on the source and the La planes, respectively, and Ca, C ′a contain
irrelevant constants. By indicating with A the aperture function of the object, and assuming the focusing
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condition of the source on Db (namely, 1/(z′b + z′′b ) + 1/zb = 1/F) to be satisfied, the propagator
associated with arm b of the setup reads

gb(ρb, κb) = Cb(zb, z′b)
∫

dρs
∫

dρo
∫

dρ′`e
iκa ·ρs A(ρo)G(ρo − ρs)[ Ω

czb

]G(ρ′` − ρo)[ Ω
cz′b

]
×G(ρ`)[− Ω

cF ]
G(ρb − ρ`)

[
Ω

cz′′b

]
= C ′b(zb, z′b)G(ρb)

[
Ω

cz′′b

(
1− 1

z′′b

(
1

z′b
+ 1

z′′b
− 1

F

)−1
)] ∫ dρsdρoeiκa ·ρs G(ρs)[ Ω

czb

]A(ρo)e
− iΩ

czb
(ρs+

ρb
M )·ρo ,

where ρo and ρ′
` are transverse coordinates on the object and the lens Lb planes, respectively,

M = z′′b /(zb + z′b) is the magnification of the image of the source on the sensor Db, and Cb, C ′b contain
irrelevant constants.

By inserting in Equation (A17) the Green functions given by Equations (A18)–(A20), and the
laser pump profile on the SPDC crystal, as defined in Equation (26), one finds that the second
order correlation function associated with signal-idler pairs from SPDC is given by the plenoptic
correlation function:

Γ(z′a ,zb)
(ρa, ρb) = K(za, z′a, zb, z′b)

∣∣∣∣∣
∫

dρo A(ρo)
∫

dρsF (ρs)G(ρs)[Ω
c

[
1

zb
+ 1

za

(
1− ζ(za ,z′a)

za

)]]

e
− iΩζ(za ,z′a)

czaz′a
ρs ·ρa e−

iΩ
czb
(ρs+

ρb
M )·ρo

∣∣∣∣∣
2

, (A20)

where the constant K is not relevant for imaging.
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81. Hradil, Z.; Řeháček, J.; Sánchez-Soto, L. Quantum reconstruction of the mutual coherence function.

Phys. Rev. Lett. 2010, 105, 010401. [CrossRef] [PubMed]
82. Stoklasa, B.; Motka, L.; Rehacek, J.; Hradil, Z.; Sánchez-Soto, L. Wavefront sensing reveals optical coherence.

Nat. Commun. 2014, 5, 3275. [CrossRef] [PubMed]
83. Scully, M.O.; Zubairy, M.S. Quantum Optics; Cambridge University Press: Cambridge, UK, 1997.
84. Goodman, J.W. Introduction to Fourier Optics; Roberts and Company Publishers: Englewood, CO, USA, 2005.

c© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1002/lapl.200510054
http://dx.doi.org/10.1103/PhysRevLett.94.063601
http://www.ncbi.nlm.nih.gov/pubmed/15783729
http://dx.doi.org/10.1103/PhysRevLett.94.183602
http://www.ncbi.nlm.nih.gov/pubmed/15904368
http://dx.doi.org/10.1103/PhysRevLett.96.063602
http://www.ncbi.nlm.nih.gov/pubmed/16605993
http://dx.doi.org/10.1103/PhysRevA.83.063807
http://dx.doi.org/10.1117/12.2272566
http://dx.doi.org/10.1088/2040-8986/aa7b0d
http://dx.doi.org/10.1103/PhysRevA.50.5122
http://www.ncbi.nlm.nih.gov/pubmed/9911514
http://dx.doi.org/10.1103/PhysRevA.54.5349
http://www.ncbi.nlm.nih.gov/pubmed/9914105
http://dx.doi.org/10.1103/PhysRevA.56.3214
http://dx.doi.org/10.1103/PhysRevA.68.013804
http://dx.doi.org/10.1103/PhysRevA.77.043807
http://dx.doi.org/10.1103/PhysRevA.52.R3429
http://www.ncbi.nlm.nih.gov/pubmed/9912767
http://dx.doi.org/10.1103/PhysRevA.70.013802
http://dx.doi.org/10.1063/1.3238296
http://dx.doi.org/10.1103/PhysRevLett.105.010401
http://www.ncbi.nlm.nih.gov/pubmed/20867424
http://dx.doi.org/10.1038/ncomms4275
http://www.ncbi.nlm.nih.gov/pubmed/24509982
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction
	Correlation Plenoptic Imaging with Chaotic Light—First Scheme
	Correlation Functions in CPI
	Point-Spread Function and Plenoptic Properties
	Depth-of-Field Improvement

	Experimental Demonstration of CPI
	A Different Architecture of CPI with Chaotic Light
	CPI with Entangled Photons
	Plenoptic Properties of the Correlation Function
	Depth-of-Field Improvement

	Conclusions
	Patents
	Theoretical Background of of CPI with Chaotic Light
	Theoretical Background of CPI with Entangled Photos
	References

