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Abstract: Research on detecting structural damage at the earliest possible stage has been an interesting
topic for decades. Among them, the vibration-based damage detection method as a global technique
is especially pervasive. The present study reviewed the state-of-the-art on the framework of
vibration-based damage identification in different levels including the prediction of the remaining
useful life of structures and the decision making for proper actions. This framework consists of
several major parts including the detection of damage occurrence using response-based methods,
building reasonable structural models, selecting damage parameters and constructing objective
functions with sensitivity analysis, adopting optimization techniques to solve the problem, predicting
the remaining useful life of structures, and making decisions for the next actions. For each part,
the commonly used methods were reviewed and the merits and drawbacks were summarized to give
recommendations. This framework is aimed to guide the researchers and engineers to implement
step by step the structure damage identification using vibration measurements. Finally, the future
research work in this field is recommended.

Keywords: vibration-based damage identification; response-based method; model-based method;
objective function; optimization algorithm; residual useful life; damage Prognosis; decision making

1. Introduction

Deterioration and degradation of structures are of great concerns worldwide. The deficient
structures can potentially endanger the safety and economical use of the infrastructure system, and
even develop into structure failures if the damage is not detected in the early stage. The research need
on detecting damage at the earliest possible stage is universal throughout the fields of civil, mechanical,
and aerospace engineering. Most non-destructive damage detection methods can be categorized as
either local or global techniques. The non-destructive testing (NDT) methods, such as the ultrasound,
X-ray, dye penetrates, magnetic particle, and acoustic emission [1,2], are local techniques that can
complement visual inspections as objective methods leading to quantifiable results. However, all
these experimental methods require that the vicinity of the damage is known a priori and that the
portion of the structure being inspected is readily accessible. Subjected to these limitations, the local
NDT methods can only detect damage on or near the surface of the structure. The need for global
damage detection methods that can be applied to complex structures has led to the development of
vibration-based methods.
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The research on the vibration-based damage identification was initiated in the late 1970s,
particularly in the aerospace and offshore oil industries, and has been rapidly expanding to civil
engineering industries over recent decades [3]. The basic idea behind this technology is that modal
parameters (e.g., natural frequencies, modal shapes, modal damping, etc.) are functions of the physical
properties of the structure (e.g., mass, damping, and stiffness) [4]. Therefore, changes or damages in
the physical properties will cause detectable changes in the modal properties. There have been a few
review publications on this topic. Doebling et al. [4] presented an extensive review of vibration-based
damage identification methods up to 1997. Sohn et al. [5] then presented an updated version
containing new technical developments up to 2001. Carden and Fanning [3] presented a review with
particular emphasis on structural engineering applications. Yan et al. [6] introduced the development
of modern-type vibration-based methods using modern signal-processing techniques and artificial
intelligence. Wang and Chan [7] reviewed the recent development in statistical damage detection and
condition assessment techniques for bridge structures. Fan and Qiao [8] comprehensively reviewed
the modal parameter-based damage identification methods for beam- or plate-type structures and
conducted a comparative study of five algorithms. Moughty and Casas [9] reviewed the developments
with particular focus on the utilization of advanced computational methods. Das et al. [10] presented
a review through a comparative study among different vibration-based damage detection methods.
All the above literature reviews concentrate primarily on the damage identification Levels 1 to 3, i.e.,
determination of damage occurrence, location, and severity. However, they did not cover research
topics such as the prediction of the remaining service life of structures and the decision making for
maintenance, which is the ultimate objective of damage detection.

Therefore, this study is aimed to more systematically review the state-of-the-art on the framework
of vibration-based damage identification in different levels, that is, the damage occurrence, damage
location, damage severity, remaining life prediction, and decision making, to give a general guideline
for researchers and engineers. Several major parts of the framework are to be discussed: (1) detecting
damage occurrences using response-based methods; (2) building reasonable structural models;
(3) damage characterization, objective functions, and optimization algorithms; (4) remaining life
prediction; and (5) decision making.

2. Framework of Vibration-Based Damage Identification

Generally speaking, damage is defined as changes introduced into a system, which adversely
affects the current or future performance [4]. The definition implies that it is only meaningful when
two different states of the system are compared. In addition, the damage in structural and mechanical
systems is referred to changes to the material and/or geometric properties of these systems and
changes to the boundary conditions and system connectivity [11].

Damage identification is always carried out in conjunction with five closely related disciplines
including structural health monitoring (SHM), condition monitoring, non-destructive evaluation
(NDE), statistical process control (SPC), and damage prognosis [11]. SHM is a process of implementing
a damage identification strategy in structures, focusing on the online global damage identification.
Similar to SHM, condition monitoring mainly addresses damage identification in rotating and
reciprocating machinery. NDE is primarily used for damage characterization and as a severity check
in an offline local manner after the damage location is determined. SPC is a process using a variety of
sensors to monitor changes due to structural damage. Once the damage has been identified, damage
prognosis is adopted to predict the remaining useful life of a system.
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The main objective of damage identification is to identify structural damage at a very early
stage and predict the remaining service life of structures for the decision making. Based on the
amount of information provided regarding the damage state, the structure damage identification
can be classified into four levels [12]: determination of damage occurrence (Level 1), determination
of damage geometric location (Level 2), quantification of damage severity (Level 3), and prediction
of the remaining service life and decision making (Level 4). The vibration-based methods can be
classified as response-based and model-based methods. As for the response-based method, by directly
or indirectly interpreting the structural dynamic response, the changes of modal parameters between
the intact and damaged states of the structure are used to identify damage in structures. Model-based
methods assume that the structure responds in some predetermined manner that can be simulated by
an analytical or numerical model such as the usually used finite element model. By comparing the
updated model correlated with the measured data of the damaged structure to the original model, the
damage location and severity can be identified. In terms of identification levels, the response-based
detection methods are mostly able to detect damage in Level 1 and in some cases in Level 2, which
is sufficient for many practical applications. Challenges on this level include how to select sensitive
features, detect damage in a rather early stage without getting false alarms, eliminate the environmental
and operational effects, and quantify the probability of detection [13]. In order to identify damage
in Level 2 and Level 3, the model-based methods are usually adopted. In most cases, the location
and extent of damage are determined simultaneously. The most sophisticated level is Level 4, i.e.,
predicting the structural remaining lifetime and making decisions based on damage diagnosis results.
Level 4 is generally associated with the fields of fracture mechanics, fatigue-life analysis, and structural
assessment, which requires the combination of global structural models with local damage models
to predict the evolution of damage, or the probabilistic failure models based on previously failed or
damaged components [14], etc.

Figure 1 demonstrates the procedure of damage identification for the four levels. The first step
is to take measurements from the structure and apply the response-based methods to determine the
occurrence of structure damage. After the structure damage is confirmed, a structure model is created
using the finite element or other methods. The model should be verified first to reflect the structural
behavior and the global parameters of the model are then updated to assure the applicability of the
model. To determine the damage location and dimension, a proper damage index or parameter should
be carefully selected and an objective function needs to be constructed with the purpose to minimize the
difference between the measured response and the numerical prediction. Herein the sensitivity analysis
is used to ensure the sensitivities of damage parameters and objective functions. Once the relationship
between the damage parameter and the objective function is established, an effective optimization
algorithm is introduced to solve the problem and obtain the solution. The optimization solution also
needs to be verified to make sure that the result is physically meaningful. The above procedure could
be repeated several times to obtain a reasonable result. Once the damage is quantified, the remaining
life of the structure can be assessed and an action can be recommended for the decision makers.
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Figure 1. Flowchart of damage identification.

3. Detection of Damage Occurrence

The first level of damage identification is to determine the damage occurrence in structures
according to the global change of structural integrity. The most popular and effective method is
the response-based method that directly or indirectly interprets the measured response data of the
structure. Usually, the data available are the experimental data before and after damage occurred, and
the occurrence of damage is determined through finding their difference. The vibration responses
can be easily measured by a variety of sensors, for example, accelerometers, velocity transducer,
displacement sensors, strain gauges, etc., and the measured time domain data can be converted into
frequency or modal domain data by transforming techniques. Hence, the response-based damage
detection methods can be grouped into three types in terms of the response data used: time domain,
frequency domain, and modal domain.

3.1. Time Domain Methods

It is well known that the measurements are always made in the time domain, and therefore it is
straightforward to use the time domain response for damage detection. The measurement contains
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abundant information about the structure and preserves the possible nonlinear behavior as well.
In addition, it eliminates the need to perform frequency transformation and the associated errors
such as leakage and truncation, and thus enhances the accuracy and practicality of the time domain
approaches [15]. Fassois and Sakellariou [16] reviewed the time-domain methods used in the context
of structural diagnosis and vibration problems.

3.1.1. Output-Only Methods

In order to identify the structure dynamic parameters from the time domain data, at the early
stage several techniques were proposed in the time domain on the basis of the experimentally
measured responses of the structure: the Ibrahim method [17], the random decrement method [18],
the least-squares complex exponential method [19], and the eigensystem realization algorithm [20].
Cattarius and Inman [21] used the beat phenomenon to characterize small differences. Peeters and
De Roeck [22] reviewed the stochastic system identification methods used to estimate the modal
parameters of vibrating structures in operational conditions, including the covariance-drive stochastic
subspace identification (SSI-COV) and data-driven stochastic subspace identification (SSI-DATA)
methods. Later, Loh et al. [23] compared the SSI-COV with the second-order blind identification
(SOBI) approaches to identify the dynamic characteristics of the bridge directly from the vibration
measurement. Loh et al. [24] also introduced the recursive stochastic subspace identification (RSSI)
technique to identify the natural frequencies and Ruocci et al. [25] employed the kernel density
estimation (KDE) to characterize the correlation between the vibration signatures acquired in the time
domain. These methods eliminate the need of measuring or identifying inputs, and thus are valuable
tools for identifying modal parameters from time domain measurements. The extracted vibration
features and modal properties can then be used for detecting damage occurrence and/or location by
comparing the identified modal properties with the original values. Meanwhile, there are methods
that directly detect damage based on the measured date only, for example, using the moving time
window technique to trace abrupt changes in the structural parameters [26], detecting novelties in
the recorded seismic response by using expansion in a basis of bi-orthogonal wavelets [27], detecting
damage based on changes in wave travel times between selected sections of a structure [28,29].

3.1.2. Modern Signal Processing Methods

In recent years, many signal processing techniques and artificial intelligence as analysis tools
have been introduced to investigate the vibration signals and further extract features to represent
the signal characteristics. Those methods, such as wavelet analysis, empirical modes decomposition
(EMD), and Hilbert-Huang Transform (HHT), are more universal and less dependent on the structural
shape. The main concept of using wavelet analysis is to break down the dynamic signal of a structural
response into a series of local basis function called wavelets, so as to detect the special characteristics
of the structure using scaling and transformation property of wavelets [30–33]. The method based on
the EMD and HHT is intended to extract damage spikes due to a sudden change of structural stiffness
from the measured data thereby detecting the damage occurring time instants and locations, and
determining the natural frequencies and damping ratios of the structure before and after damage [34].
Zhou and Zhang [35] developed a recurrence plot-based fault detection method by integrating the
statistical process control technique to analyze the vibration signal for damage detection.

3.1.3. Data-Based Statistical Methods

Structural damage affects the dynamic properties of a structure resulting in a change in the
statistical characteristics of the measured responses. Over the past two decades, the data-driven time
series methods utilizing statistical signal processing techniques have formed an important and rapidly
evolving class of vibration based methods [16,36]. These methods rely on the well-established statistical
concepts instead of human expertise to extract features that change with the onset of damage [37],
which eliminates possible individual biases and requires very few assumptions regarding the physical
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structure. This method is represented by the Auto-Regressive (AR) family method such as the AR
or Auto-Regressive Moving Average (ARMA) models [37–40], AR model with exogenous inputs
(ARX) [41,42], Auto-Regressive Moving Average Vector (ARMAV) model [43], vector autoregressive
(ARV) models [44], and the time frequency autoregressive moving average (TFARMA) model [45].
The ARMA or other similar models are used to model the time-domain vibration signals obtained from
the structure, and then the model coefficients estimated using statistical methods are used to identify the
system dynamic parameters and to extract features that indicate the damage occurrence. The AR approach
is solely based on signal analysis of the measured vibration data, making this approach very attractive.

3.1.4. Methods for Changing Environmental Conditions

In order to distinguish the influences on the signal driven by damage itself from those driven by
environmental changes, the AR model is also used for damage detection under changing environmental
and operational conditions [46–48]. The effect of environmental conditions has been investigated [49]
and various methods are adopted to remove this effect, such as principal component analysis
(PCA) [50,51], factor analysis [52], nonlinear PCA based on unsupervised support vector machine [53],
the Cointegration concept for non-stationary time series [54], PCA method in time-varying systems [55],
etc. Moreover, the novelty detection and outlier analysis are used to perform the lowest level of
damage identification in operational conditions [56,57], and the multivariate statistical analysis method
becomes popular for automatically revealing the damage existence using vibration data under changing
environmental and operational conditions [58–60].

3.2. Frequency Domain Methods

Frequency domain responses are obtained from time series responses by non-parametric
estimation and signal processing techniques, relying on the application of the Fourier transformation.
The transformation can drastically reduce the volume of data and compensate the loss of information
by averaging the effects of random noise [25].

One of the most common methods is based on the frequency response function (FRF) that is a ratio
between the structure response such as displacement, velocity, or acceleration in the frequency domain
to an applied force that is a known harmonic force generally. The FRFs are used as the data source to
estimate modal parameters through curve fitting methods. The commonly selected features are the
shift in the resonance and anti-resonances or changes affecting the amplitudes. By applying FRF data
directly in damage detection problems, Maia et al. [61] compared the method based on FRF curvatures
versus the method based on modal shape curvatures, and illustrated with a lumped-mass system and
a real bridge with experimental data [62]. The main drawback is that this FRF curvature method works
better for a frequency range before the first resonance or anti-resonance, whichever comes first. The FRF
curvature method has been successfully studied in the simulation and experiment [63,64]. Meanwhile,
the direct use of FRF shapes has been studied by many researchers. For example, Liu et al. [65] made
use of the residual imaginary parts of FRF shapes to locate the structural damage and the abnormality
caused by damage in a cantilever beam. Salehi et al. [66] presented a damage detection technique
based on both the real and imaginary parts of measured FRF shape. Mohan et al. [67] evaluated the
use of FRFs with the help of the Particle Swarm Optimization technique. Dilena et al. [68] presented
the interpolation damage detection method using FRF measurements. Lee and Kim [69] proposed
the signal anomaly index to express the amount of changes in the shape of FRFs or strain frequency
response function (SFRF). Kim and Eun [70] compared the FRF-based approach extracted from dynamic
measurements of a truss structure and the flexibility-based approach extracted from the modal data,
and showed that the FRF-based approach can be utilized more explicitly than the flexibility-based
approach. The FRF based method is very promising because the FRF data can be directly obtained
without any further data extraction and processing. The main advantage of using the FRF shape in
damage detection is that it contains higher frequency information, while the mode shape discussed
later constructs a truncated frequency space.
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The FRF requires the simultaneous measurement of both the excitation loads and the structural
responses. When the input force is unknown, the computation of the FRF is substituted by the power
spectral density or the transmissibility functions. The transmissibility that is calculated from the FRFs
of a system is a transformation matrix between two sets of output responses in the frequency domain.
The motivation of using transmissibility for damage detection relies on the fact that the transmissibility
is a local quantity, suggesting a higher sensitivity than the modal parameters to detect structure
changes [71]. For example, Worden et al. [72] detected damage using the novelty detection algorithm
based on the measured transmissibility. Canales et al. [73] studied the output-only modal identification
using transmissibility under variable load conditions. Devriendt et al. [74–76] used transmissibility
to identify modal parameters from output-only transmissibility measurements and multivariable
transmissibility measurements. Chesne and Deraemaeker [77] reviewed the state-of-the-art of using
transmissibility functions for damage localization of mechanical systems. Kong et al. [78] studied the
feasibility of detecting bridge damage using transmissibility of the vehicle response in a vehicle-bridge
coupled system. Zhou et al. [79] proposed to detect structure damage employing transmissibility
functions compressed by principal component analysis. Some other output-only methods in the
frequency domain are developed based on auto/cross-spectral densities, such as the peak picking
method, the frequency domain decomposition techniques (FDD) and the enhanced technique [80].
In addition, Yang et al. [81] proposed a frequency contour lines method to identify damage in
plate-type structure and the Fourier spectrum-based strain energy damage detection method for
beam-like structures in noisy conditions [82]. Cao and Ouyang [83] combined the joint approximate
diagonalization (JAD) technique and gapped smoothing method (GSM) to form a sensitive and robust
damage index in frequency domain.

3.3. Modal Domain Methods

Modal information can be extracted from input-output measurements by means of the classical
modal analysis methods or from output-only data measured under the ambient excitation from wind,
traffic loads, etc. without the artificial forces. The modal domain methods evolve along with the rapid
development of experimental modal analysis technique and gain the popularity because the modal
properties (i.e., natural frequencies, modal damping, modal shapes, etc.) have physical meanings.
Thus, they are easier to be interpreted or interrogated than those abstract mathematical features
extracted from the time or frequency domain. Response-based damage detection methods using modal
information are relatively straightforward. That is, the changes between modal parameters of the
intact structure and those of the damaged structure are directly used, or correlated with other relevant
information, to develop the damage indicators for locating damage in the structure.

The modal domain provides a large set of damage sensitive features, such as the shifts of
natural frequencies [84], changes in the Modal Assurance Criteria (MAC) that correlates modal
shapes of the damaged and undamaged structures [85], changes in the Coordinate Modal Assurance
Criteria (COMAC) [86], changes in the Multiple Damage Location Assurance Criterion (MDLAC) [87],
changes in modal strain energy [88,89], changes in modal shape curvature [90], strain modal
shapes [91], dynamic flexibility matrix [92], and dynamic flexibility curvature [93]. Sinou [94] presented
a comprehensive review on the direct use of modal parameters for damage detection in linear systems.
Since the effect of small damage on modal properties, such as natural frequency shifts and local changes
in the mode shapes, are likely to be masked by experimental uncertainties and data reduction [95],
the response-based methods that directly use modal parameters are not efficient to detect small damage.

In order to enhance the sensitivity and accuracy of damage detection in modal domain, a simple
and effective approach is to use the higher-order derivatives of modal shapes, such as rotations (first
derivative), curvatures (second derivative) and third and four derivatives. The behavior of higher-order
derivatives has been numerically studied and experimentally validated in damaged beam-like
structures [96,97]. Especially, the mode shape derivatives have been widely used to localize damage in
laminated composite structures. For example, Cao et al. [98] explored the synergy between a wavelet
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transform and a Teager energy operator (TEO) to ameliorate the curvature mode shape, and also used
two-dimensional curvature mode shape method to detect damage in plates [99]. Moreno-Garcıa [100]
proposed a Ritz based method to improve the computation of mode shape derivatives.

In addition, the incorporation of advanced signal processing procedures has been widely studied.
Ratcliffe [101] applied a modified Laplacian operator solely on modal shapes of damaged structure
and successfully identifies the damage location. Chandrashekhar and Ganguli [102] used Gaussian
fuzzy sets to fuzzify changes in the modal curvatures due to damage and used a fuzzy logic system to
accurately locate the damage. Sazonov and Klinkhachorn [103] presented an analysis to determine the
optimal sampling interval of strain energy mode shapes. Yoon et al. [104] used a gapped smoothing
method to extract local features in vibration curvature shapes. Li et al. [105] proposed a fractal
dimension based method from the measured displacement mode shape in beam structures. In recent
years, the wavelet transform (WT) technique was used as an effective signal analysis tool to filter
out noise and to enhance robustness of damage detection. This approach involves the application of
wavelet analysis to modal data and shows high sensitivity to non-continuities and singularities in
the measurement signals. Cao et al. [106] developed a multi-scale pseudo-force model over wavelet
domain, in which WT was used as a multi-scale differential operator to acquire higher-order derivatives.
Katunin [107] presented an overview of the wavelet-based methods for structural damage identification.
Attractive features of these methods are the high sensitivity to damage and instant determination of
the damage location.

3.4. Summary of Response-Based Methods

In general, the response-based methods are straightforward, easy to use, and not computational
intensive, but at the same time they do not give a quantitative assessment of damage. It is a valuable
tool for damage identification in the preliminary stage. A guideline for using the response-based
methods is given in Table 1 based on the pros and cons of those methods.

Table 1. Guideline of Response-based Methods.

Data Domain Representative Methods Advantages and Disadvantages

Time domain

Ibrahim method
Random decrement
ERA
ARMA family
Wavelet analysis
EMD and HHT
RSSI, SSI-DATA, SSI-COV
KDE

Advantages:
straightforward to use the time domain responses
eliminate the need to perform frequency transformation
no associated errors such as leakage and truncation
preserved nonlinear behavior
Disadvantages:
significant effects of noise
difficult to interpret signal information

Frequency domain

FRF shapes
FRF curvature
Transmissibility
Peak picking
FDD

Advantages:
abundant information on structure dynamic behavior
contains frequency information in a wide range
without further extraction and processing
Disadvantages:
some requires the input information
the features are too abstract

Modal domain

Natural frequency
Mode shapes and curvatures
Modal strain energy
Strain mode shapes
Dynamically flexibility
High-order derivatives
Signal processing based

Advantages:
modal properties are physically meaningful
easy to be interpreted or interrogated
from output-only data and not require artificial forces
Disadvantages:
lose much of the information
numerical errors caused by inaccurate curve fitting

4. Structural Models

After the damage occurrence is confirmed and for a further detection, the model-based methods
are always introduced for localizing and quantifying the damage based on the measured responses.



Appl. Sci. 2017, 7, 497 9 of 31

To this end, it is necessary to have a structural model to represent the damage and the key characteristics
of the structure system. Generally, two models are required, namely, a well-correlated model of the
structure in its initial state, which is used as a reference model, and an updated model that reproduces
the measured data under the damaged state through modifying the structural model parameters such
as mass, stiffness, damping, etc. Comparisons of those two models provide the damage location and its
severity. The structure models usually used for the model-based damage identification are as follows.

4.1. Structural Matrix

This method uses the stiffness, damping, or mass matrix of the structure to represent the structure
and reproduce the measured results. To update the matrix of the structure, two ways are available.
One way is the direct methods [108,109] that directly update stiffness and mass matrices of the elements
in a one-step procedure to exactly reproduce the measured data, while the other way is the iterative
methods [110,111] that use the sensitivity matrix of the parameters and based on a penalty function
to maximize the correlation between the measured and analytical results. As for the direct methods,
the updated results are seldom physically meaningful even though they are capable of accurately
replicating the experimental measurements. With respect to the iterative methods, they preserve the
structural connectivity in the updated model and provide a direct physical explanation for the updated
results. However, the calculation of the sensitivity matrices is usually computationally intensive and
the matrices are often ill-conditioned.

4.2. Finite Element (FE) Model

For large or complicated problems, finite element model is typically used. In order to acquire
a reasonable FE model, the FE model updating technique is usually adopted to correct the FE model
when the FE prediction is in conflict with the test results. One common approach is to consider an
objective function that quantifies the differences between the analytical and experimental results, and
to minimize the discrepancy by adjusting the unknowns of the FE model [112]. Mottershead and
Friswell [113] gave a thorough review on model updating methods using structural dynamic responses.
A major issue in FE model updating process is the possible ill-conditioning since there is no unique
solution to the inverse problem [114]. There are several methods proposed to deal with this issue, such
as the Bayesian approach [115], regularization [110], regularized Lanczos method [116], etc.

4.3. Mapping Model and Meta-Model

For a large structure with enormous elements, a simplified model is always necessary in the
inverse problem. One type of models is the mapping model that is used to build a mapping relationship
between the structural parameters and the structure responses. The representative method is the
neural network (NN) method that is inspired by the architecture of the neurons and the human brain
function [117] and has been widely applied in structural analysis due to its strong nonlinear mapping
ability. The NN method is found capable of replacing conventional finite element updating methods in
solving the inverse problems without utilizing the sensitivity matrix. However, the training process
could be very time-consuming, and the accuracy of the predictions of this trained NN model is very
dependent on the training data. Meanwhile, the other type of models is the meta-model (surrogate
model) that replaces the structure model with an approximation model. This model is traditionally a
polynomial function describing the relation between the structural responses and the model parameters.
Meta-models have been extensively used in the design and optimization of computationally expensive
problems. Different meta-models have been shown to perform well in different conditions, such as
the response surface method (RSM) [118–125], Kriging method [126,127], radial basis function method
(RBF) [128], and feed-forward neural network [129]. Li and Padula [130] and Queipo et al. [131] recently
reviewed different surrogate models used in the aerospace industry, and Chen et al. [132] summarized
the characteristics of different meta-model types and the experiment designs for fitting them. It is
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recommended to use RBF for high-order nonlinear problems, Kriging for low-order nonlinear problems
in high dimension spaces, and polynomial RSM for low-order nonlinear problems [133].

Although there are many methods available for structural models, the construction of those
models usually results in model errors from simplified assumptions. In order to detect damage rather
than the artificial errors from the model construction, a good quality model that could accurately predict
the behavior of the structure is required, but is usually a quite challenge. As for damage detection in
different levels, the complexity of the structure model and corresponding damage parameters depends
on the structure type and required detection level. In the preliminary stage, a simplified FE model might
be sufficient. If the damage is already localized in a limited range, a mapping/meta model or a detailed
model could be built for the vicinity of the damage while other part of the structure could be simplified.
The substructure method is a good alternative to build a fine model for the vicinity of the damage [134].
The compromise between the accuracy and simplicity of the model specifically depends on the problem.

The above conventional model-based methods always require a baseline data of vibration
response from a healthy structure. However, in many cases the baseline model cannot be obtained
for structures such as those with preexisting damage. Therefore, many studies have been devoted on
the baseline-free method with no information about the original undamaged structure. Ratcliff [101]
introduced a modified Laplacian operator for non-baseline damage detection from the mode shape data.
Sazonov et al. [135] suggested a method to extract localized changes (damage peaks) from strain energy
modal shapes based on Fourier analysis of the strain energy distribution. Sohn et al. [136] developed
an instantaneous damage detection scheme based on time reversal acoustics and consecutive outlier
analysis. Kim and Sohn [137] developed a guided-wave-based nondestructive testing to detect crack
damage in a thin metal structure without using prior baseline data. Zhong and Oyadiji [138,139]
presented a crack detection method based on finding the difference between two sets of detail
coefficients obtained by using the wavelet transform of two sets of mode shape data of a cracked
beam. Rucevskis et al. [140] described a method that requires only the mode shape curvature data of
the damaged plate-like structures, in which the damage index is defined as the absolute difference
between the measured curvature of the damaged structure and the smoothed polynomial representing
the curvature of the healthy structure. In addition, the wavelet-based method is a major type of
baseline-free method using the advanced signal processing techniques without the reference of healthy
structure [107,141,142].

5. Damage Characterization, Objective Functions, and Optimization Algorithm

In addition to the structure model, there are three key components for the model-based damage
detection method: the damage characterization, the selection of objective features and functions, and
the optimization algorithms to solve the problem.

5.1. Damage Characterization

The first important step of a model-based method is the parameterization of the damage. The effect
of damage on the structure model is introduced with a scalar variable or index as [143],

de = 1− kd
e

ke
(1)

where de is the damage index for a certain element, ke is the structure property value of the element in
its intact status, and kd

e is the value of the element damaged. With respect to a single damage or discrete
ones, the stiffness matrix of the element is assumed to decrease uniformly [144]. As for distributed
damage, instead of adjusting the stiffness properties of all the elements separately, Teughels et al. [145]
proposed the damage function to reduce the number of unknown variables and to determine the
stiffness distribution over the FE model. The damage parameters are the multiplication factors of the
damage functions. This method is useful for structures whose damage pattern can be represented by
a reduction factor of the element stiffness.
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The parameter definition and selection depend on the level of damage identification and
uncertainty level. In the preliminary level, the parameters can be defined as global physical properties
such as the Young’s modulus, material density, section area, and the moment inertia since they are
directly related to the element stiffness. In this level, several elements can share the same parameter
value or one super element can be used in the case that several close elements are expected to have
similar values [146,147]. As the identification becomes quite local, the damage parameters could
be the width of cracks, the stiffness of joints, and physical properties of the uncertain elements.
When the damage is located at one element, this specific element can have multiple parameters by
dividing the element into small ones with different properties. The parameter selection requires
a considerable physical insight into the target structures. In general, only sensitive parameters are
selected, otherwise the process may be ill-conditioned since insufficient information is available to
estimate the parameters accurately.

5.2. Objective Features and Functions

Since damage detection becomes an optimization problem eventually, the capability of a damage
identification method strongly depends on the selected features and constructed objective functions
that have a profound impact on the behavior of the optimization algorithm. Usually, we do not directly
use the raw data in the time domain to compare two system states. Instead, we extract so-called features,
for example, mean values, variances, maximum values, crest factors or other statistical characteristics
of signals, correlation functions, spectral densities, frequency response functions, impedance spectra,
eigenfrequencies, modal shapes, or any other features [13]. Meanwhile, the objective function is
normally built up using the residuals between the measured responses and numerical predictions,
such as a sum of squared difference [148] as,

f (θ) =
1
2

m

∑
j=1

∣∣zj(θ)− z̃j
∣∣2 =

1
2

m

∑
j=1

rj(θ)
2 =

1
2
‖r(θ)‖2 (1)

where each zj(θ) represents an analytical quantity that is a nonlinear function of the variables θ, z̃
refers to the measured value of the quantity z, and ‖•‖ denotes the Euclidean norm. In order to obtain a
unique solution, the number m of residuals rj = zj− z̃j should be greater than the number n of unknowns
θ. There are various expressions that can be potentially used for this purpose, such as the frequency
residual, mode shape related function, modal flexibility residual, and a combination of them [149].

The best features for damage detection are typically application specific, which can come from the
time, frequency, or modal domains depending on the employed level of data consideration. Research
into methods based on all the three domains is unlikely to stop because no single method has yet been
able to identify every type of damage in every type of structures [3].

Time domain features may be represented by the peak accelerations, the root-mean squares of
responses, the temporal moments, etc. The direct use of time response in a model-based identification
was proposed by [150,151] that used a least-squares sensitivity-based iterative parameter estimation
routine. Masri et al. [152] proposed a neural network based detection scheme that uses time responses
both in the training and detection phases. Bu et al. [153] and Lu and Liu [154] studied the direct use of
time histories of vehicle or bridge acceleration in sensitivity-based model updating method.

Frequency domain features are commonly the shift in the resonance and anti-resonances or
changes affecting the amplitudes. If the excitation is known, the FRF can provide abundant information
on damage in a desired frequency range. With the objective of eliminating the modal extraction error,
damage detection using measured FRF has been studied by a number of researchers [155–158] and
is very promising because the FRF data can be obtained directly without any further extraction and
processing. Meanwhile, the transmissibility functions employ only the measurement of the structural
responses and do not require knowledge of the excitation input. This operational advantage is coupled
with remarkable damage sensitivity as proven in the work by [71,72,78,159]. Sampaio et al. [160]



Appl. Sci. 2017, 7, 497 12 of 31

published a comparative study of using the FRF curvature, transmissibility, and the strain energy
obtained directly from FRFs as damage indicators.

Modal domain features are physically meaningful and easier to be interpreted than the time or
frequency domain features. The modal domain provides a large set of damage sensitive features, such
as the natural frequencies, MAC or COMAC of modal shapes and derivatives [144], modal strain
energy [147,161], modal strain [162], damping [163], dynamic flexibility matrix, residual force vector,
and a combination of some features, for instance, a combination of the measured modal damping
and the computed strain energy distribution [164]. It is found that the modal curvatures are useful
parameters for damage detection when using the response-based approach [165] but not as useful
when using the model-based approach [166].

Among the three types of features, the time domain features have advantages of avoiding the data
reduction that may cause the loss of important information and not being limited by the assumption
of linearity as the modal analysis approach is. Therefore, when the structures show high nonlinearity,
the time domain features are more suitable than the frequency and modal domain features. The main
disadvantage of time domain features is the considerable computational effort for the calculation of
time responses. On the other hand, the frequency feature can provide more information on damage in
a desired frequency range when compared to the modal feature that is extracted from a very limited
range around the resonances. Nevertheless, the modal features can be identified from output-only data
measured under operational conditions and does not require the structure to be excited by artificial
forces as the frequency domain feature requires. It is worth noting that the feature used for damage
occurrence identification may be a global one, while it is better if the one used to determine damage
locations and extents is a local one, and must be sensitive to structural local damage.

5.3. Sensitivity Study

As discussed earlier, the selection of objective features is application specific, i.e., none of those
features has proven to be satisfactory for every structure and every type of damage. The selection of
objective features resides in a trade-off between their damage sensitivity and the possibility to ensure
their consistency with the expected structural response. For that purpose, a sensitivity study is typically
recommended as a fast way to tell which input parameters are important to a particular output feature
in order to reduce the parameter space and select appropriate objective features. Generally speaking,
there are two groups of sensitivity analysis (SA) techniques, i.e., local SA and global SA. The first
historical approach is the local SA, where the impact of small input perturbations on the model
output is studied [167]. In order to overcome the limitations of local methods, such as the linearity
and normality assumptions, and local variations, the global SA methods have been developed in
a statistical framework to consider the whole variation range of the inputs [168]. Hamby [169] and
Iooss and Lemaître [170] presented a comprehensive review of various global sensitivity analyses,
ranging from the differential sensitivity analysis, one-at-a-time sensitivity measures, standardized
regression coefficients to statistical tests. The most engineering-used screening method is based on the
so-called “One At a Time” design, where each input is varied while fixing the others [171].

Moreover, when working with complex models, a screening tool may be necessary to reduce the
number of parameters to a manageable size. The significant effects variable screening or linear variable
screening method analyzes the contribution (linear effects only) of a particular input parameter to
the total model variance [172]. Significant effects method provides an advantage over the sensitivity
analysis because it is a probabilistic assessment of variable importance that is obtained through
the analysis of variance [121]. In small parameter spaces, the design of experiment methods that
systematically calculate a single parameter and combinations of parameters is used [133,173]. If the
dimension or the nonlinearity of the parameter space increases, stochastic sampling strategies [174]
are preferred for scanning the design space.

In summary, the sensitivity study is very helpful for the parameter selection and the adequate
formulation of objective functions. By doing the sensitivity study, the parameter space could be
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adjusted or reduced for subsequent optimization problems, and the adequate starting points for
optimization can be obtained as well for a successful optimization.

5.4. Optimization Algorithms

The next step is to solve the problem using optimization techniques. The standard form for
a single-objective, nonlinear, constrained optimization problem is provided as [175],

Minimize : f (x)
Subject to : gj(x) ≤ 0 j = 1, m
hk(x) = 0 k = 1, p
xiL ≤ xi ≤ xiU i = 1, n

where f (x) is the objective function, gj(x) is an inequality constraint, and hk(x) is an equality constraint
function. The x vector represents the n design variables that are changed to obtain the optimum.
The searchable design space is defined by the lower and upper bounds, xiL and xiU of the design
variables. Three major types of optimization algorithms are described below.

5.4.1. Gradient-Based Optimization Algorithms

One type of mathematical optimization methods is the gradient-based method that determines
the search direction by using the gradient information, offering the best convergence behavior [176].
The gradient-based algorithm starts from a predefined initial parameter set and uses line
search algorithms such as quasi-Newton methods [177] to ensure the stepwise convergence to
an optimum. For unconstrained optimizations, two popular methods are the Fletcher–Reeves and
the Broyden–Fletcher–Goldfarb–Shanno (BFGS) methods. For nonlinear constrained optimization
problems, the three algorithms commonly encountered in engineering are the sequential linear
programming (SLP), the modified method of feasible directions (MMFD), and the sequential quadratic
programming (SQP). Among all the gradient-based methods, the SQP algorithm is the state-of-the-art
algorithm for solving differentiable nonlinear programs and has gained great attention in the recent
years due to its superior rate of convergence [177–179]. The formulation of an SQP is based on Newton’s
method and Karush–Kuhn–Tucker optimality conditions for constrained problems that are changed to
the unconstrained optimization [180]. With respect to the finite element based problems that involve
relatively large number of degrees of freedom and design variables, the SQP is a quite effective option.

5.4.2. Evolutionary Optimization Algorithms

In contrast to the gradient-based methods, evolutionary algorithms that belong to the class of
stochastic search methods have become very popular in the last two decades. The evolutionary
algorithms do not require any gradient information and can employ a set of design points to find the
optimum. This type of method is typically inspired by natural phenomena and is extremely robust.
Two most popular evolutionary algorithms are the more established genetic algorithm (GA) [181]
inspired by Darwin’s principle of survival of the fittest, and particle swarm optimization (PSO) [182]
based on a simplified social model. Other algorithms include evolutionary programming [183], genetic
programming [184], differential evolution [185], simulated annealing [186], tabu search [187], ant
colony optimization [188], harmony search [189], etc. Fister et al. [190] presented a comprehensive
review on the nature-inspired metaheuristic algorithms. The most important process of evolutionary
algorithms is the mutation (random change) of single genes of a parental design to produce a
descendant. Genetic algorithms are thereby especially useful for a relatively wide-ranged search
in the design space. In general, evolutionary algorithms perform much better in finding the global or
near global optimum in the presence of multiple local extrema than gradient-based methods and are
well suited for discrete optimization problems [175]. The main drawback is the high numerical effort
since a large number of problem solutions are required. Evolutionary algorithms should be applied to
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optimization problems where discrete or binary variables dominate the response and problems with a
very high number of variables and/or constraints.

5.4.3. Multi-Objective Optimization Algorithms

All the above optimization algorithms are referred to the single-objective problem. Sometimes, the
damage detection problems are lack of a clear objective function and need simultaneous optimizations
of several objectives, which is referred to the multi-objective optimization problem. These problems
do not have a unique optimal solution. Instead, they have a set of alternative solutions named
the Pareto Frontier or Functional Efficient Boundary. Therefore, special optimization techniques
are needed to solve this type of problems. In general, the two main optimization strategies (i.e.,
gradient-based and evolutionary algorithms) can be used for solving the multi-objective problems.
Coello et al. [191] and Ishibuchi et al. [192] presented a detailed introduction to the multi-objective
optimization techniques. For the application in structure damage detection, Jaishi and Ren [147]
used a multi-objective optimization technique to optimize two objective functions simultaneously,
which overcomes the difficulty of weighing the individual objective function in conventional FE
model updating procedure. Perera et al. [143,193,194] developed an evolutionary (GA and PSO)
multi-objective framework for structural damage localization and quantification with objective
functions based on the modal flexibilities, frequencies, and modal shapes. Cha and Buyukozturk [195]
proposed hybrid multi-objective optimization algorithms based on modal strain energy to detect
damages in various three-dimensional steel structures. In general, the gradient-based multi-objective
algorithms are recommended for smooth (differentiable) problems but not suitable for explicit time
integration, while the evolutionary-based algorithms are recommended for all other cases [174]. The
advantages of using evolutionary algorithms to solve multi-objective problems are their ability of
dealing simultaneously with a set of possible solutions in a single run, instead of having to perform a
series of separate runs as in the case of the gradient-based techniques, and the feature of less susceptible
to the shape or continuity of the Pareto front [191].

5.4.4. Guideline for Algorithm Selection

In summary, no single optimization algorithm can solve all optimization problems. A basic
knowledge of different algorithms helps the selection of the appropriate algorithm for the problem
at hand. The guideline for the selection of optimization algorithms is listed in Table 2 below.
As for damage detection problems that always result in numerous local extrema, convergence to
the correct estimates (not known a priori) will be strongly dependent on a good initial guess. Therefore,
the evolutionary algorithm is the better option unless a good initial value is available.

Table 2. Guidelines of Optimization Algorithms [175].

Methods Guidelines

Gradient-based
Algorithms

suited for problems with many design variables (more than 50)
where the analysis is computationally expensive
when numerical noise is not severe
when gradients are available and local extrema is not an issue

Evolutionary
Algorithms

suited for problems with fewer design variables (less than 50)
where the analysis is computationally inexpensive
when numerical noise is severe
when the gradient does not exists and a global optimum is required
for discrete and combinatorial optimization problems when the objective
and/or constraint functions are discontinuous

Multi-objective
Algorithms

for problems with more than one conflict objective functions
gradient based Pareto algorithm for differentiable problems
evolutionary based Pareto algorithm for all other cases
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6. Prediction of Remaining Useful Life

Damage diagnosis allows for the early detection of damage in structures and also indicates
early deterioration in performance levels. The process of implementing a damage identification
strategy in structures, which is termed as structural health monitoring (SHM), involves the observation
of a structure in real-time using various sensors, the extraction of damage-sensitive features from
measured data, and the performance of statistical analysis of these features to determine the current
state of structure health [11]. Both damage diagnosis and SHM are required for identifying damage in
structures, while the damage prognosis (DP) is an extension of damage diagnosis and SHM and is
defined as “the estimation of an engineered system’s remaining useful life” [196]. That is, based on the
current state determined by damage diagnosis and SHM, DP is aimed to predict the structural future
performance by estimating future loading environments and then predicting the remaining useful life
through simulations and past experience.

6.1. Damage Prognosis Methodologies

The main goal of damage prognosis is to predict the remaining useful life (RUL) of the system or
structure components before it requires for maintenance or the structure fails. Due to the uncertainty
and nonlinearity of the predictive models when damage accumulates, an alternative goal is to estimate
the RUL that the system can perform in a safe status under the future loading before one no longer has
confidence in the prognosis model [196]. Damage prognosis is initiated and widely studied on the
rotating machinery, as reviewed by [197,198]. Si et al. [199] reviewed the recent modeling developments
for estimating the RUL, which is centered on statistical data driven approaches. Sikorska et al. [200]
and Ahmadzadeh and Lundberg [201] reviewed the advances in RUL estimation from the industry
point of view. Tsui et al. [202] provided a concise review of mainstream methods in major aspects
of the prognostic and health management framework. The distinction between a damage detection
model and a damage prognosis model is that the prognosis model needs to have the ability to estimate
the damage evolution in the future, while the detection model only infers the current state of damage
and do not necessarily have the ability to model progressive damage mechanisms such as crack
growth [203]. In general, the two major categories are physics-based (i.e., model-based) and data-based
prognosis methodologies, as detailed below [204].

Data-based techniques are based on statistical and learning techniques typically from the theory
of pattern recognition. Data-based approaches [204,205] consist of multivariate statistical methods
(e.g., static and dynamic principle component, linear and quadratic discriminant, partial least squares,
and canonical variate analysis), machine learning methods (e.g., support vector machine, relevant
vector machines, radial basis functions, and neural networks), and graphical models such as dynamic
Bayesian networks and hidden Markov models. Although the data-based techniques can indicate
a change in the presence of the new loading conditions or system configurations, they perform poorly
in classifying the nature of the change.

Physics-based (i.e., model-based) approaches make use of the system models to estimate the
RUL or other relevant metrics, which rely on relatively accurate physics-based models for prediction,
such as physical failure models [206], filtering models [207], and statistical models. The advantage of
physics-based approaches is that the physical knowledge of the system is incorporated into the
monitoring process, which is especially useful for predicting system responses to new loading
conditions and system configurations such as the damage status. Nevertheless, physics-based
approaches are typically more computationally intensive than data-based techniques.

There are also some hybrid methodologies combining multiple approaches as reviewed
by [208]. The selection of damage prognosis model depends on the required accuracy and data
availability. The data-driven method is preferred for quick estimations that are less accurate, while
the physics-based approach is applied when the accuracy of estimation is important. Typically, the
balance between these two approaches depends on the amount of available data and the confidence
level of the physics-based model in the predictive accuracy.
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6.2. Prediction Model and Model Verification

The RUL distribution is sensitive to many aspects [204]: the initial condition supplied by damage
diagnosis having a significant impact; the accuracy of predictive models for future loadings and physics
of failure models as another major uncertainty source; the sensitivity of system measurements to the
damage; the noise in the training and measurement data; and the sampling frequency of measurements.
Therefore, besides the RUL distribution that accounts for the uncertainty coming from many sources,
a prognosis methodology should have several other important components, namely, the prediction
model for future loadings, the transition between situations when measurements are available and
unavailable, and the prognosis verification and validation.

The prediction of structure deterioration when subjected to future loadings is another important
component of a successful damage prognosis. Future loadings are always forecasted based on the
previous loading histories using various data-driven prediction modeling techniques. For example,
meta-models such as the state-space representation and multivariate ARMA models can be employed
to track previous loadings and to predict future loadings [196]. Zhong et al. [209] used the wavelet
neural network method to predict the future system loading based on data from the operational and
environmental sensors.

Since the damage prognosis is affected by many sources of uncertainty, the validation of prognosis
models is very essential to establish the confidence in the RUL estimate. The process of establishing
this confidence in the predictive capabilities is termed as verification and validation (V&V) [196].
The performance can be measured by evaluating the errors between the predicted and the actual
RULs, and computing metrics based on accuracy and precision such as standard deviation, mean
absolute deviation, mean squared error (MSE), mean absolute percentage error (MAPE), etc. These
metrics provide statistical information about the variations in RUL distributions. Saxena et al. [210]
introduced several evaluation metrics (e.g., prediction horizon, α-λ performance, relative accuracy,
and convergence) tailored for prognosis and presented a detailed discussion on how to interpret and
use these metrics. They proposed a standard offline metric test to compare and evaluate prognosis
algorithms, while Liu and Sun [211] discussed the online prognostics performance evaluation. In the
area of prognosis validation, a significant challenge is to validate nonlinear models, although most of
the current research is still at the stage of validating linear dynamic and stress models [212].

7. Decision Making

Once the remaining useful life of a structure or component is determined, a decision-making
strategy is used to help decision makers choose a proper action. Decision making under uncertainties
is the act of choosing between two or more actions when the outcome of those actions is uncertain [213].
In engineering system, when advanced diagnostics and prognostics provide vital information, a good
decision making methodology is required to effectively utilize the available information. The theory
of decision making in business, economics, and politics is well established and widely applied in
practice [214]. Howard [215] describes the decision analysis as a logical procedure for balancing
the factors that influence a decision. The essence of the procedure is to incorporate information
about uncertainties, values, and preferences into a structural model of the decision that is suitable for
computation and manipulation [213]. The goal of decision analysis is to help decision makers make
defensible decisions.

7.1. Value of Information and Uncertainty Quantification

Structural health monitoring is a process aimed at providing accurate and real-time information
concerning the condition and performance of structures, which can serve as an objective basis for
making decisions regarding operation and maintenance. Nevertheless, in reality structure managers
often make decisions based on their experience or on common sense, regardless of the action suggested
by instrumental damage detection [216]. One reason is that damage detection is normally affected
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by modeling errors and environmental noise such that the damage features are not deterministically
related to the actual state and thus decision makers will differently weigh the detection outcomes.
Another reason is that managers are very concerned with the consequences of wrong action and
thus will make decisions considering the possible effects of the action they can undertake [217].
Wong and Yao [218] realized the need to evaluate the benefit of SHM on the decision making of owners
or managers. Pozzi and Der Kiureghian [219] were the first to calculate the value of information
(VOI) for SHM by simulating an observable linear degradation law. Zonta et al. [217] introduced a
rational framework to assess the impact of SHM on decision making, which address the effect of prior
perception and quantify the economic impact of a wrong action.

As discussed earlier, SHM is less used on real structures and one reason is the lack of
understanding of the value of information obtained from SHM. Meanwhile, most of the decisions
made in damage detection in civil structures are subject to a significant level of uncertainty. Due to
these uncertainties, there is a risk of making an inappropriate decision, e.g., too little, too much, too
soon, or too late. Therefore, uncertainty quantification plays a major role in the value of information
and decision making [220]. There are various uncertainty quantification (UQ) methods developed for
dealing with the uncertain parameters, which can be divided into two types as follows [221,222].

Probabilistic approaches assume that the input parameters of the model are random variables
with a known probability density function. Three probabilistic UQ techniques are the Monte Carlo
simulation method that considers the aleatory uncertainty, the Point estimate method that is based on
the concept of moments of uncertain input parameters, and the scenario based method.

Possibilistic approaches describe the input parameters using the membership function.
This function only characterizes the bounds where all parameters lie in without knowing the actual
distribution, which is able to consider the epistemic uncertainty and applies well in finite element model
updating. The possibilistic UQ techniques include the evidence theory, interval analysis, fuzzy theory,
Bayesian theory, convex model theory, and information gap decision theory for severe uncertainty.

The main difference between these methods is in line with the different techniques used for
describing the uncertainty of input parameters. The probabilistic UQ methods use probability density
functions while the possibilistic UQ methods use membership functions to describe an uncertain
parameter. The objective of UQ research is to reduce the computation complexity and corresponding
costs, and to provide robust decision-making information.

7.2. Decision-Making Methods

Any damage detection, SHM, or damage prognosis strategy ultimately requires a decision-making
process. In fact, the realm of decision making under uncertainty is of particular importance to the
practicing engineer. In recent years, the decision-making method is gradually introduced to the
structural engineering, especially in the areas of structural diagnosis, monitoring, prognosis, and
life-cycle assessment. A few currently available decision-making methods are introduced below.

7.2.1. Decision Trees

Decision tree is a method based on graphical models, which uses a tree-like predictive model to
achieve the final conclusion regarding the outcome of the desired function. Decision trees provide
a detailed structure of the decision problem, graphically showing the different possible scenarios
or decision paths as sequential branches in the order the events occur [223]. In general, decision
trees contain three types of nodes, i.e., decision, chance, and utility, and paths directed from left to
right between nodes. Nodes in a decision tree represent different types of variables. Decision nodes
are determinate variables controlled by the decision maker, chance nodes are random variables that
represent uncertain quantities in the decision model, and utility nodes correspond to the leaves of the
decision tree and represent the value or utility of an outcome in the decision process [214]. Decision trees
clearly outline the uncertainty associated with each decision path and provide a comprehensive
organization of alternative strategies, which is intuitive and advantageous in calculation efficiency.
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7.2.2. Bayesian Decision Theory

Bayesian network is a powerful tool for probabilistic modeling, inference, and decision-making,
which offers assistance to decision makers working in complex and uncertain domains [224].
As introduced in the textbooks by [225–227], the Bayesian network is a directed acyclic graph composed
of vertices, edges, and conditional probability distribution. Bayesian network models use Bayes’ rules
and conditional probability to describe the joint probability of the network, and it considers both the
distribution of the variables and their dependence. Due to the use of the prior probability, the Bayesian
approach is considered as rational, making it easier for decision makers to accept the mathematical
decision making. The Bayesian decision analysis is first introduced by [228], and later Benjamin
and Cornell [229] introduced it into engineering decision-making to provide civil engineers with a
theoretical framework for making decisions. The Bayesian network has been utilized for decision
making in most real-life problems such as forecasting, safety control, risk management [230,231], etc.
For engineering problems, Broglio and Der Kiureghian [232] proposed a Bayesian network framework
for processing evolving information to assess the condition and make decisions for strategic structures
immediately after an earthquake, Blaser et al. [233] applied Bayesian networks to near real-time
tsunami warning based on observations of earthquakes, and the Bayesian decision approach has also
been practiced for several decades for offshore inspection planning [234]. For modeling of deterioration
processes, dynamic Bayesian networks (DBN) as a special class of Bayesian networks can be used [234].

7.2.3. Influence Diagrams

An influence diagram was originally a compact representation of a decision tree for a symmetric
decision scenario. Nowadays, the influence diagram is a generalization of Bayesian networks extended
with utility functions and decision variables, which can represent and solve decision problems under
uncertainties. Influence diagrams contain three types of nodes, i.e., decision, chance, and utility,
and two types of arcs, i.e., influences and informational arcs [214]. The influence diagram provides
efficient updating of a deterioration model when indirect information is available and in addition
it includes the possibility to find expected utilities for decision alternatives [234]. Bensi et al. [235]
used the Bayesian network and influence diagram to develop a framework for post-earthquake risk
assessment and decision making for infrastructure systems. In order to reduce the number of memory
links, an alternative is to use the limited memory influence diagram (LIMID) that includes only direct
parents [236–238].

7.2.4. Fuzzy Logic Method

Fuzzy set theory and fuzzy logic are very useful for solving decision-making problems with
insufficient knowledge or imprecise data. Different from the probability theory, fuzzy logic theory
expresses the uncertainty of truth in an explicit way. In the traditional sets an element is either included
in the set or is not, while an element in a fuzzy set is included with a degree of truth normally ranging
from 0 to 1 [239]. Meanwhile, fuzzy logic recognizes the lack of knowledge or absence of precise data,
and describes most variables in linguistic terms, which make fuzzy logic models very intuitively similar
to human reasoning. Ever since the first introduction to risk management [240], fuzzy logic has been
widely applied in structure damage identification and decision making [102,241,242]. Ganguli [243]
developed a fuzzy logic system for health monitoring of a helicopter rotor blade, which is able to
reduce the possibility of false alarms and help the maintenance engineer by roughly locating the
damage area but accurate for further nondestructive inspections. Zeng et al. [244] presented a fuzzy
based decision making methodology to handle the uncertainties and subjectivities so as to assess risks
in complicated construction situations. Meanwhile, due to the feature in describing an event/result
using natural language, the fuzzy logic approach would be particularly useful for remedying the
uncertainties and imprecision in bridge inspectors’ observations [245].
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7.2.5. Summary of Decision-Making Methods

Table 3 summarized the strength and weakness of the above discussed decision-making methods
to lay out a general guideline. (1) Decision trees are intuitive, easy to understand, and useful for
classification because of the one-to-one linkage, and they work well with insufficient data if all the
inference rules can be defined based on expertise. However, due to several disadvantages [214],
decision trees are only appropriate for a small system with discrete variables. (2) Bayesian networks
are relatively simple since they are graphical models capturing cause and effect relationships through
influence diagrams. The use of Bayes’ theorem provides a formalized process to update models when
new knowledge or data becomes available and Bayesian networks can readily incorporate uncertain
information. Those features make Bayesian networks suitable for small-sized problems with sufficient
knowledge of the relationships [239]. Meanwhile, with the combination of Bayesian networks, the
influence diagram is a very powerful decision tool. (3) Fuzzy logic models are very convenient in
incorporating different expert opinions and adapted to cases with insufficient and imprecise data.
Due to the ability of readily incorporating data or opinions expressed by natural language, fuzzy logic
models are suited for problems that are not well understood and without sufficient knowledge.

There are also many applications of combining different types of decision-making methods,
for example, fuzzy logic models can be used with Bayesian networks, hidden Markov, or decision
tree models. These combined models have the potential to solve difficult problems. For example,
Ren et al. [246] developed fuzzy Bayesian networks by incorporating fuzzy logic into Bayesian network
models such that the variables can be both discrete and continuous.

Table 3. Guidelines of Decision-making Methods.

Methods Guidelines

Decision Trees

Advantages:
suitable for simple issues and easy to understand
good at dealing with discrete variables
straightforward for decision-making with limited choices
Disadvantages:
not suitable for complex issues that require many factors and relationships
exponential growth in number of branches
all variables must be treated as discrete even if they are continuous
weak at identifying linear relationship due to its discreteness

Bayesian Networks
and

Influence Diagrams

Advantages:
suitable for simple issues and the cause-and-effect relationships are known
can estimate the conditional probability and distribution
easy to update models when new knowledge or data becomes available
Disadvantages:
not suitable for complex issues involving many variables
expensive to determine relationships and conditional probability functions
require expertise about cause-and-effect relationships

Fuzzy Logic Models

Advantages:
suitable for complex problems with insufficient and imprecise data
easy to incorporate data or opinions expressed by natural language
useful for problems that are not well understood
Disadvantages:
tedious to develop fuzzy rules and membership functions
outputs can be interpreted in a number of ways making the analysis difficult
require a lot of data and expertise to develop a fuzzy system

8. Summary and Future work

This study reviewed the state-of-the-art on the framework of vibration-based damage
identification for decision making. This framework consists of several major parts including the
detection of damage occurrence using response-based methods, building reasonable structural models,
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damage characterization and objective functions, optimization algorithms, remaining useful life
prediction, and decision making. The framework is able to give a guideline for researchers and
engineers to implement the structure damage detection based on vibration measurements. Through the
review of recent developments in vibration-based damage identification, the following conclusions
can be drawn and corresponding suggestions for the future research are proposed below.

8.1. Damage Diagnosis

It can be concluded that there is no outright consensus among researchers regarding which
vibration-based damage indicator or detection method is the most suitable: (1) The response-based
methods are straightforward, easy for application, and not computationally intensive, but at the
same time they do not give a quantitative assessment of damage. It is a valuable tool for damage
identification in the preliminary stage. (2) The model-based methods assume that a detailed
well-correlated numerical model of the structure is available for damage identification. Nevertheless,
the construction of such models usually results in modeling errors from simplified assumptions.
In order to detect damage rather than the artificial errors from the model construction, a good quality
model that could accurately predict the behavior of the structure is required, but is usually a quite
difficult challenge.

Although new techniques and extensive studies have been undertaken in the recent decades,
there are still many challenges for the future research in structural damage identification to increase
the reliability and safety of structures in civil engineering.

1. Most current damage detection techniques are based on linear theory and measurements, which
can be used as a rapid estimation of the damage presence if the damage is not very small.
However, if the intact structure is nonlinear by nature or a nonlinear behavior is presented due
to damage accumulation, the development of nonlinear based damage indicators or detection
methods could be more effective for robust damage detection.

2. The effect of various factors on the vibrational measurements needs to be considered for
damage detection, for an instance, the ambient conditions (e.g., temperature, traffic, etc.),
the evolution of boundary conditions, and the variations in the mass and stiffness in real
structures. All these variations can introduce uncertainties in both the linear and nonlinear
vibrational measurements [94].

3. The development of detection/monitoring techniques that can take into account the modeling
errors and uncertainties is desirable to improve the correlation between experimental and
numerical results.

4. It is desirable to develop more effective structural models, sensitive damage indicators, and
efficient optimization algorithms for the damage detection.

8.2. Damage Prognosis

As the extension of damage diagnosis and health monitoring, damage prognosis plays
an important role in predicting the future loading environment and structural performance and
eventually determining the remaining life of structures. The anticipated objective of damage prognosis
is to provide a reliable and cost-effective approach to the structure operation, assessment, and
maintenance, which consists of estimating the probability of mission completion, determining the
optimal time for preventive maintenance, and developing the appropriate operation modifications
preventing observed damage propagation [196]. The multidisciplinary nature of the damage prognosis
problem makes it a grand challenge for researchers and engineers.

1. The remaining useful life (RUL) distribution is sensitive to many aspects as discussed in the
paper, and thus one challenge of prognosis is to minimize the uncertainty in the estimation of
RUL distribution.
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2. The evolution of damage such as cracking, wear, and corrosion plays a critical role in determining
the structure health. It is strongly essential to study damage mechanisms and develop accurate
and comprehensive failure models. The prediction model of future loadings is another important
component of a successful damage prognosis.

3. Since the damage prognosis is affected by many sources of uncertainties, the verification and
validation of prognosis model is very essential to establish the confidence in the predictive
capabilities. In particular, a significant challenge is to validate nonlinear models.

4. The probabilistic reliability analysis will be necessarily applied to quantify the confidence of the
estimated RUL, which assists the decision makers for the proper action.

5. The future research of damage prognosis also includes the life cycle modeling considering the
effect of deterioration processes, assessment of consequences associated with possible events,
and modeling of preferences to cover the society performance [247].

8.3. Decision Making

When advanced diagnostics and prognostics provide vital information, a decision-making
strategy is used to effectively utilize the available information and to help decision makers choose the
proper action. Many well-established decision making tools are currently widely applied in business,
economics and politics, but not yet in engineering. Decision making methods should have a wide
range of potential applications and significant impacts in structural engineering, especially in structure
assessment and maintenance.

1. Decision making theories are of little practice to most structural managers and they often make
decisions based on their experience or on common sense. It is highly desirable to evaluate the
value of information and assess the impact on decision making, which promotes decision-making
methods being accepted by the structural managers in practice.

2. Due to the uncertainties of damage detection in civil structures, there is a risk of making
an inappropriate decision. The uncertainty quantification plays a major role in decision making
and requires further research.

3. The output from the decision-making system should make it apparent to the decision maker,
i.e., what the recommendation is and why, including information about the expected cost for the
decision alternatives [248].

4. It is necessary to develop methods to evaluate the decision-making performance such as
detection/localization rate, false alarm rate, and the optimal trade-off.

5. For the application to real-life infrastructure systems, additional work is needed to develop more
efficient approaches to improve the feasibility of near-real-time applications involving large
infrastructure systems [235].

In conclusion, the damage identification methods still have limited applications in the practice
application [9]. Only damage detection in Level 1 and maybe Level 2 are practically achieved for
full-scale structures, while the damage quantification in Level 3 and prognosis in Level 4 are still
a great challenge due to the scalability and other issues. Much research work is needed in the area of
damage quantification, prognosis, and decision making for full-scale real structures in practice.
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99. Xu, W.; Cao, M.; Ostachowicz, W.; Radzieńnski, M.; Xia, N. Two-dimensional curvature mode shape method
based on wavelets and Teager energy for damage detection in plates. J. Sound Vib. 2015, 347, 266–278.
[CrossRef]

100. Moreno-García, P.; dos Santos, J.A.; Lopes, H. A new technique to optimize the use of mode shape derivatives
to localize damage in laminated composite plates. Compos. Struct. 2013, 108, 548–554. [CrossRef]

101. Ratcliffe, C.P. Damage detection using a modified laplacian operator on mode shape data. J. Sound Vib. 1997,
204, 505–517. [CrossRef]

102. Chandrashekhar, M.; Ganguli, R. Damage assessment of structures with uncertainty by using mode-shape
curvatures and fuzzy logic. J. Sound Vib. 2009, 326, 939–957. [CrossRef]

103. Sazonov, E.; Klinkhachorn, P. Optimal spatial sampling interval for damage detection by curvature or strain
energy mode shapes. J. Sound Vib. 2005, 285, 783–801. [CrossRef]

104. Yoon, M.K.; Heider, D.; Gillespie, J.W., Jr.; Ratcliffe, C.P.; Crane, R.M. Local damage detection using the
two-dimensional gapped smoothing method. J. Sound Vib. 2005, 279, 119–139. [CrossRef]

105. Li, H.; Huang, Y.; Ou, J.; Bao, Y. Fractal dimension-based damage detection method for beams with a uniform
cross-section. Comput. Aided Civ. Infrastruct. Eng. 2011, 26, 190–206. [CrossRef]

106. Cao, M.; Cheng, L.; Su, Z.; Xu, H. A multi-scale pseudo force model in wavelet domain for identification of
damage in structural components. Mech. Syst. Signal Process. 2012, 28, 638–659. [CrossRef]

107. Katunin, A. Nondestructive Damage Assessment of Composite Structures Based on Wavelet Analysis
of Modal Curvatures: State-of-the-Art Review and Description of Wavelet-Based Damage Assessment
Benchmark. Shock Vib. Dig. 2015, 2015, 735219. [CrossRef]

108. Friswell, M.I.; Inman, D.J.; Pilkey, D.F. Direct updating of damping and stiffness matrices. AIAA J. 1997, 36,
491–493. [CrossRef]

109. Yang, Y.B.; Chen, Y.J. A new direct method for updating structural models based on measured modal data.
Eng. Struct. 2009, 31, 32–42. [CrossRef]

110. Friswell, M.I.; Mottershead, J.E. Finite element model updating in Structural Dynamics; Kluwer Academic:
Norwell, MA, USA, 1995.

111. Farhat, C.; Hemez, F.M. Updatting finite element dynamic models using an element-by-element sensitivity
methodology. AIAA J. 1993, 31, 1702–1711. [CrossRef]

112. Kim, G.H.; Park, Y.S. An improved updating parameter selection method and finite element model update
using multiobjective optimization technique. Mech. Syst. Signal Process. 2004, 18, 59–78. [CrossRef]

113. Mottershead, J.E.; Friswell, M.I. Model updating in structural dynamics: A survey. J. Sound Vib. 1993, 167,
347–375. [CrossRef]

114. Marwala, T. Finite Element Model Updating Using Computational Intelligence Techniques: Applications to Structural
Dynamics; Springer: Heidelberg, Germany, 2010.

115. Marwala, T.; Sibisi, S. Finite Element Updating Using Bayesian Framework and Modal Properties. J. Aircr.
2005, 42, 275–278. [CrossRef]

116. Wu, J.E.; Dai, H. Regularized Lanczos Method for Model Updating. J. Vib. Shock 2008, 27, 65–69.
117. Pérez, C.G.; González, J.Y. Identification of structural damage in a vehicular bridge using artificial neural

networks. Struct. Health Monit. 2011, 10, 33–48. [CrossRef]
118. Menon, A. Structural Optimization Using ANSYS and Regulated Multiquadric Response Surface Model; University

of Texas at Arlington: Arlington, TX, USA, 2005.
119. Mack, Y.; Goel, T.; Shyy, W.; Haftka, R. Surrogate model-based optimization framework: A case study in

aerospace design. Stud. Comput. Intell. 2007, 51, 323–342.
120. Kamali, M. Calibration of Hydrologic Models Using Distributed Surrogate Model. Ph.D. Thesis,

University of Waterloo, Waterloo, ON, Canada, 2009.
121. Fang, S.E.; Perera, R. A response surface methodology based damage identification technique. Smart Mater. Struct.

2009, 18, 065009. [CrossRef]
122. Deng, L.; Cai, C.S. Bridge model updating using response surface method and genetic algorithm.

J. Bridge Eng. 2010, 15, 553–564. [CrossRef]
123. Ren, W.X.; Chen, H.B. Finite element model updating in structural dynamics by using the response surface

method. Eng. Struct. 2010, 32, 2455–2465. [CrossRef]

http://dx.doi.org/10.1016/j.ymssp.2014.01.004
http://dx.doi.org/10.1016/j.jsv.2015.02.038
http://dx.doi.org/10.1016/j.compstruct.2013.09.050
http://dx.doi.org/10.1006/jsvi.1997.0961
http://dx.doi.org/10.1016/j.jsv.2009.05.030
http://dx.doi.org/10.1016/j.jsv.2004.08.021
http://dx.doi.org/10.1016/j.jsv.2003.10.058
http://dx.doi.org/10.1111/j.1467-8667.2010.00686.x
http://dx.doi.org/10.1016/j.ymssp.2011.11.011
http://dx.doi.org/10.1155/2015/735219
http://dx.doi.org/10.2514/2.396
http://dx.doi.org/10.1016/j.engstruct.2008.07.011
http://dx.doi.org/10.2514/3.11833
http://dx.doi.org/10.1016/S0888-3270(03)00042-6
http://dx.doi.org/10.1006/jsvi.1993.1340
http://dx.doi.org/10.2514/1.11841
http://dx.doi.org/10.1177/1475921710365416
http://dx.doi.org/10.1088/0964-1726/18/6/065009
http://dx.doi.org/10.1061/(ASCE)BE.1943-5592.0000092
http://dx.doi.org/10.1016/j.engstruct.2010.04.019


Appl. Sci. 2017, 7, 497 27 of 31

124. Ren, W.X.; Fang, S.E.; Deng, M.Y. Response surface–based finite element model updating using structural
static responses. J. Eng. Mech. 2011, 137, 248–257. [CrossRef]

125. Mukhopadhyay, T.; Dey, T.K.; Chowdhury, R.; Chakrabarti, A. Structural damage identification using
response surface-based multi-objective optimization: A comparative study. Arabian J. Sci. Eng. 2015, 40,
1027–1044. [CrossRef]

126. Gao, H.Y.; Guo, X.L.; Hu, X.F. Crack identification based on Kriging surrogate model. Struct. Eng. Mech.
2012, 41, 25–41. [CrossRef]

127. Ghasemi, M.R.; Ghiasi, R.; Varaee, H. Probability-based damage detection of structures using Kriging
surrogates and enhanced ideal gas molecular movement algorithm. Int. J. Mech. Aerosp. Ind. Mechatron.
Manuf. Eng. 2017, 11, 628–636.

128. Krishna, V. Structural Optimization Using ANSYS Classic and Radial Basis Function Based Response Surface
Model. Master’s Thesis, Mechanical Engineering, University of Texas at Arlington, Arlington, TX, USA, 2009.

129. Torkzadeh, P.; Fathnejat, H.; Ghiasi, R. Damage detection of plate-like structures using intelligent surrogate
model. Smart Struct. Syst. 2016, 18, 1233–1250. [CrossRef]

130. Li, W.; Padula, S. Approximation methods for conceptual design of complex systems. In Approximation
Theory XI; Gatlinburg, N.M., Chui, C., Schumaker, L., Eds.; Nashboro Press: Brentwood, TN, USA, 2005.

131. Queipo, N.V.; Haftka, R.T.; Shyy, W.; Goel, T.; Vaidyanathan, R.; Tucker, P.K. Surrogate-based analysis and
optimization. Prog. Aerosp. Sci. 2005, 41, 1–28. [CrossRef]

132. Chen, V.C.P.; Tsui, K.L.; Barton, R.R.; Meckesheimer, M. A review on design, modeling and applications of
computer experiments. IIE Trans. 2006, 38, 273–291. [CrossRef]

133. Goel, T. Multiple Surrogates and Error Modeling in Optimization of Liquid Rocket Propulsion Components;
University of Florida: Gainesville, FL, USA, 2007.

134. Kong, X.; Wu, D.J.; Cai, C.S.; Liu, Y.Q. New strategy of substructure method to model long-span hybrid
cable-stayed bridges under vehicle-induced vibration. Eng. Struct. 2012, 34, 421–435. [CrossRef]

135. Sazonov, E.S.; Klinkhachorn, P.; Halabe, U.B.; GangaRao, H.V.S. Non-baseline detection of small damages
from changes in strain energy mode shapes. Nondestruct. Test. Eval. 2002, 18, 91–107. [CrossRef]

136. Sohn, H.; Park, H.W.; Law, K.H.; Farrar, C.R. Combination of a time reversal process and a consecutive
outlier analysis for baseline-free damage diagnosis. J. Intell. Mater. Syst. Struct. 2007, 18, 335–346. [CrossRef]

137. Kim, S.B.; Sohn, H. Instantaneous reference-free crack detection based on polarization characteristics of
piezoelectric materials. Smart Mater. Struct. 2007, 16, 2375. [CrossRef]

138. Zhong, S.; Oyadiji, S.O. Crack detection in simply supported beams without baseline modal parameters by
stationary wavelet transform. Mech. Syst. Signal Process. 2007, 21, 1853–1884. [CrossRef]

139. Zhong, S.; Oyadiji, S.O. Detection of cracks in simply-supported beams by continuous wavelet transform of
reconstructed modal data. Comput. Struct. 2011, 89, 127–148. [CrossRef]

140. Rucevskis, S.; Janeliukstis, R.; Akishin, P.; Chate, A. Mode shape-based damage detection in plate structure
without baseline data. Struct. Control Health Monit. 2016, 23, 1180–1193. [CrossRef]

141. Ovanesova, A.V.; Suárez, L.E. Applications of wavelet transforms to damage detection in frame structures.
Eng. Struct. 2004, 26, 39–49. [CrossRef]

142. Rucha, M. Damage detection in beams using wavelet transform on higher vibration modes. J. Theor.
Appl. Mech. 2011, 49, 399–417.

143. Perera, R.; Fang, S.E.; Ruiz, A. Application of particle swarm optimization and genetic algorithms to multi
objective damage identification inverse problems with modelling errors. Mech. Syst. Signal Process. 2010, 45,
723–734.

144. Ren, W.X.; De Roeck, G. Structural damage identification using modal data I: Simulation verification.
J. Struct. Eng. 2002, 128, 87–95. [CrossRef]

145. Teughels, A.; Maeck, J.; De Roeck, G. Damage assessment by FE model updating using damage functions.
Comput. Struct. 2002, 80, 1869–1879. [CrossRef]

146. Zapico, J.L.; Gonzalez, M.P.; Friswell, M.I.; Taylor, C.A.; Crewe, A.J. Finite element model updating of small
scale bridge. J. Sound Vib. 2003, 268, 993–1012. [CrossRef]

147. Jaishi, B.; Ren, W.X. Finite element model updating based on eigenvalue and strain energy residuals using
multiobjective optimization technique. Mech. Syst. Signal Process. 2007, 21, 2295–2317. [CrossRef]

148. Teughels, A.; De Roeck, G. Damage detection and parameter identification by finite element model updating.
Arch. Comput. Methods Eng. 2005, 12, 123–164. [CrossRef]

http://dx.doi.org/10.1061/(ASCE)EM.1943-7889.0000223
http://dx.doi.org/10.1007/s13369-015-1591-3
http://dx.doi.org/10.12989/sem.2012.41.1.025
http://dx.doi.org/10.12989/sss.2016.18.6.1233
http://dx.doi.org/10.1016/j.paerosci.2005.02.001
http://dx.doi.org/10.1080/07408170500232495
http://dx.doi.org/10.1016/j.engstruct.2011.10.018
http://dx.doi.org/10.1080/1058975021000003388
http://dx.doi.org/10.1177/1045389X0606629
http://dx.doi.org/10.1088/0964-1726/16/6/042
http://dx.doi.org/10.1016/j.ymssp.2006.07.007
http://dx.doi.org/10.1016/j.compstruc.2010.08.008
http://dx.doi.org/10.1002/stc.1838
http://dx.doi.org/10.1016/j.engstruct.2003.08.009
http://dx.doi.org/10.1061/(ASCE)0733-9445(2002)128:1(87)
http://dx.doi.org/10.1016/S0045-7949(02)00217-1
http://dx.doi.org/10.1016/S0022-460X(03)00409-7
http://dx.doi.org/10.1016/j.ymssp.2006.09.008
http://dx.doi.org/10.1007/BF03044517


Appl. Sci. 2017, 7, 497 28 of 31

149. Jaishi, B.; Ren, W.X. Structural finite element model updating using ambient vibration test results. J. Struct.
Eng. 2005, 131, 617–628. [CrossRef]

150. Banks, H.T.; Inman, D.J.; Leo, D.J.; Wang, Y. An experimentally validated damage detection theory in smart
structures. J. Sound Vib. 1996, 191, 859–880. [CrossRef]

151. Banks, H.T.; Emeric, P.R. Detection of non-symmetrical damage in smart plate-like structures. J. Intell. Mater.
Syst. Struct. 1998, 9, 818–828. [CrossRef]

152. Masri, S.; Nakamura, M.; Chassiakos, A.; Caughey, T. Neural network approach to detection of changes in
structural parameters. J. Eng. Mech. 1996, 122, 350–360. [CrossRef]

153. Bu, J.Q.; Law, S.S.; Zhu, X.Q. Innovative bridge condition assessment from dynamic response of a passing
vehicle. J. Eng. Mech. 2006, 12, 1372–1379. [CrossRef]

154. Lu, Z.R.; Liu, J.K. Identification of both structural damages in bridge deck and vehicular parameters using
measured dynamic responses. Comput. Struct. 2011, 89, 1397–1405. [CrossRef]

155. Lew, J.S. Using transfer function parameter changes for damage detection of structures. AIAA J. 1995, 33,
2189–2193. [CrossRef]

156. Wang, Z.; Lin, R.M.; Lim, M.K. Structural damage detection using measured FRF data. Comput. Methods
Appl. Mech. Eng. 1997, 147, 187–197. [CrossRef]

157. Fritzen, C.P.; Jennewein, D.; Kiefer, T. Damage detection based on vibration measurements and inaccurate
models. In Proceedings of the ASME Design Engineering Technical Conference, Sacramento, CA, USA,
14–17 September 1997.

158. Esfandiari, A.; Bakhtiari-Nejad, F.; Sanayei, M.; Rahai, A. Structural finite element model updating using
transfer function data. Comput. Struct. 2010, 88, 54–64. [CrossRef]

159. Mares, C.; Ruotolo, R.; Surace, C. Using transmissibility data to assess structural damage. In Proceedings
of the 3rd International Conference on Damage Assessment of Structures (DAMAS 99), Dublin, Ireland,
28–30 June 1999.

160. Sampaio, R.P.C.; Henrique, E.N.I.D.; Mafia, N.M.M.; Silva, J.M.M. More insight into some frequency-
response-function methods for damage detection. In Proceedings of the 18th International Modal Analysis
Conference, San Antonio, TX, USA, 7–10 February 2000.

161. Srinivas, V.; Ramanjaneyulu, K.; Jeyasehar, C.A. Multi-stage approach for structural damage identification
using modal strain energy and evolutionary optimization techniques. Struct. Health Monit. 2010, 10, 219–230.
[CrossRef]

162. Unger, J.F.; Teughels, A.; De Roeck, G. Damage detection of a prestressed concrete beam using modal strains.
J. Struct. Eng. 2005, 131, 1456–1463. [CrossRef]

163. Keye, S.; Rose, M.; Sachau, D. Localizing delamination damages in aircraft panels from modal damping
parameters. In Proceedings of the 19th International Modal Analysis Conference (IMAC XIX), Kissimmee,
FL, USA, 5–8 February 2001.

164. Yam, L.H.; Wei, Z.; Cheng, L. Nondestructive detection of internal delamination by vibration-based method
for composite plates. J. Compos. Mater. 2004, 38, 2183–2198. [CrossRef]

165. Wahab, M.M.A.; De Roeck, G. Damage detection in bridges using modal curvatures: Application to a real
damage scenario. J. Sound Vib. 1999, 226, 217–235. [CrossRef]

166. Wahab, M.M.A. Effect of modal curvatures on damage using model updating. Mech. Syst. Signal Process.
2001, 15, 439–445. [CrossRef]

167. Cacuci, D.G. Sensitivity theory for nonlinear systems I. Nonlinear functional analysis approach. J. Math. Phys.
1981, 22, 2794–2802. [CrossRef]

168. Saltelli, A.; Chan, K.; Scott, E.M. Sensitivity analysis. In Wiley Series in Probability and Statistics; Wiley:
Hoboken, NJ, USA, 2000.

169. Hamby, D.M. A review of techniques for parameter sensitivity analysis of environmental models.
Environ. Monit. Assess. 1994, 32, 135–154. [CrossRef] [PubMed]

170. Iooss, B.; Lemaître, P. A Review on Global Sensitivity Analysis Methods. In Uncertainty Management in
Simulation—Optimization of Complex Systems; Operations Research/Computer Science Interfaces Series;
Springer: Berlin, Germany, 2015; pp. 101–122.

171. Saltelli, A.; Annoni, P. How to avoid a perfunctory sensitivity analysis. Environ. Model. Softw. 2010, 25,
1508–1517. [CrossRef]

http://dx.doi.org/10.1061/(ASCE)0733-9445(2005)131:4(617)
http://dx.doi.org/10.1006/jsvi.1996.0160
http://dx.doi.org/10.1177/1045389X9800901005
http://dx.doi.org/10.1061/(ASCE)0733-9399(1996)122:4(350)
http://dx.doi.org/10.1061/(ASCE)0733-9399(2006)132:12(1372)
http://dx.doi.org/10.1016/j.compstruc.2011.03.008
http://dx.doi.org/10.2514/3.12965
http://dx.doi.org/10.1016/S0045-7825(97)00013-3
http://dx.doi.org/10.1016/j.compstruc.2009.09.004
http://dx.doi.org/10.1177/1475921710373291
http://dx.doi.org/10.1061/(ASCE)0733-9445(2005)131:9(1456)
http://dx.doi.org/10.1177/0021998304045590
http://dx.doi.org/10.1006/jsvi.1999.2295
http://dx.doi.org/10.1006/mssp.2000.1340
http://dx.doi.org/10.1063/1.525186
http://dx.doi.org/10.1007/BF00547132
http://www.ncbi.nlm.nih.gov/pubmed/24214086
http://dx.doi.org/10.1016/j.envsoft.2010.04.012


Appl. Sci. 2017, 7, 497 29 of 31

172. Cundy, A.L. Use of Response Surface Metamodels in Damage Identification of Dynamic Structures.
Master’s Thesis, Virginia Polytechnic Institute and State University, Blacksburg, VA, USA, 2003.

173. Shahsavani, D.; Grimvall, A. Variance-based sensitivity analysis of model outputs using surrogate models.
Environ. Model. Softw. 2011, 26, 723–730. [CrossRef]

174. Will, J. Robust design optimization in forming process simulation. In Proceedings of the ANSYS Conference
& 25th CADFEM Users’ Meeting, Dresden, Germany, 21–23 November 2007.

175. Venter, G. Review of optimization techniques. In Encyclopedia of Aerospace Engineering; Blockley, R.,
Shyy, W., Eds.; John Wiley & Sons, Ltd.: Hoboken, NJ, USA, 2010.

176. Schittkowski, K.; Zillober, C.; Zotemantel, R. Numerical comparison of nonlinear programming algorithms
for structural optimization. Struct. Optim. 1994, 7, 1–19. [CrossRef]

177. Schittkowski, K. NLQPL: A Fortran-subroutine solving constrained nonlinear programming problems.
Ann. Oper. Res. 1985, 5, 485–500. [CrossRef]

178. Boggs, P.T.; Tolle, J.W. Sequential quadratic programming. Acta Numer. 1995, 4, 1–51. [CrossRef]
179. Gould, N.I.M.; Toint, P.L. SQP methods for large-scale nonlinear programming. In Proceedings of the 19th

IFIP TC7 Conference on System Modelling and Optimization, Cambridge, UK, 12–16 July 1999: pp. 149–178.
180. Fletcher, R. Practical Methods of Optimization, 2nd ed.; John Wiley and Sons: Hoboken, NJ, USA, 2000.
181. Holland, J.H. Adaptation in Natural and Artificial Systems; University of Michigan Press: Ann Arbor, MI, USA, 1975.
182. Kennedy, J.; Eberhart, R.C. Particle swarm optimization. In Proceedings of the 1995 IEEE International

Conference on Neural Networks, Perth, Australia, 27 November–2 December 1995.
183. Fogel, L.J.; Owens, A.J.; Walsh, M.J. Artificial Intelligence through Simulated Evolution; John Wiley & Sons Inc.:

Hoboken, NJ, USA, 1966.
184. Koza, J.R. Genetic Programming: On the Programming of Computers by Means of Natural Selection; MIT Press:

Cambridge, MA, USA, 1992.
185. Storn, R.; Price, K. Differential evolution—A simple and efficient heuristic for global optimization over

continuous spaces. J. Glob. Optim. 1997, 11, 341–359. [CrossRef]
186. Kirkpatrick, S.; Gelatt, C.D.; Vecchi, M.P. Optimization by simulated annealing. Science 1983, 220, 671–680.

[CrossRef] [PubMed]
187. Glover, F. Heuristics for integer programming using surrogate constraints. Decis. Sci. 1977, 8, 156–166.

[CrossRef]
188. Dorigo, M.; Maniezzo, V.; Colorni, A. Ant system: Optimization by a colony of cooperating agents. IEEE Trans.

Syst. Man Cybern. B 1996, 26, 29–41. [CrossRef] [PubMed]
189. Geem, Z.W.; Kim, J.H.; Loganathan, G.V. A new heuristic optimization algorithm: Harmony search.

Simulation 2001, 76, 60–68. [CrossRef]
190. Fister, I., Jr.; Yang, X.S.; Fister, I.; Brest, J.; Fister, D. A brief review of nature-inspired algorithms for optimization.

Elektrotehniski Vestnik 2013, 80, 1–7.
191. Coello, C.A.; Van Veldhuizen, D.A.; Lamont, G.B. Evolutionary Algorithms for Solving Multi-Objective Problems;

Kluwer Academic Publishers: New York, NY, USA, 2002.
192. Ishibuchi, H.; Tsukamoto, N.; Nojima, Y. Evolutionary many-objective optimization: A short review.

In Proceedings of the 2008 IEEE Congress on Evolutionary Computation (CEC 2008), Hong Kong, China,
1–6 June 2008; pp. 2419–2426.

193. Perera, R.; Ruiz, A.; Manzano, C. An evolutionary multiobjective framework for structural damage
localization and quantification. Eng. Struct. 2007, 29, 2540–2550. [CrossRef]

194. Perera, R.; Ruiz, A. A multistage FE updating procedure for damage identification in large-scale structures
based on multiobjective evolutionary optimization. Mech. Syst. Signal Process. 2008, 22, 970–991. [CrossRef]

195. Cha, Y.J.; Buyukozturk, O. Structural damage detection using modal strain energy and hybrid multiobjective
optimization. Comput. Aided Civ. Infrastruct. Eng. 2015, 30, 347–358. [CrossRef]

196. Farrar, C.R.; Lieven, A.N. Damage prognosis: The future of structural health monitoring. Philos. Trans. R. Soc.
2007, 365, 623–632. [CrossRef] [PubMed]

197. Jardine, A.K.S.; Lin, D.; Banjevic, D. A review on machinery diagnostics and prognostics implementing
condition-based maintenance. Mech. Syst. Signal Process. 2006, 20, 1483–1510. [CrossRef]

198. Heng, A.; Zhang, S.; Tan, C.C.; Mathew, J. Rotating machinery prognostics: State of the art, challenges and
opportunities. Mech. Syst. Signal Process. 2009, 23, 724–739. [CrossRef]

http://dx.doi.org/10.1016/j.envsoft.2011.01.002
http://dx.doi.org/10.1007/BF01742498
http://dx.doi.org/10.1007/BF02739235
http://dx.doi.org/10.1017/S0962492900002518
http://dx.doi.org/10.1023/A:1008202821328
http://dx.doi.org/10.1126/science.220.4598.671
http://www.ncbi.nlm.nih.gov/pubmed/17813860
http://dx.doi.org/10.1111/j.1540-5915.1977.tb01074.x
http://dx.doi.org/10.1109/3477.484436
http://www.ncbi.nlm.nih.gov/pubmed/18263004
http://dx.doi.org/10.1177/003754970107600201
http://dx.doi.org/10.1016/j.engstruct.2007.01.003
http://dx.doi.org/10.1016/j.ymssp.2007.10.004
http://dx.doi.org/10.1111/mice.12122
http://dx.doi.org/10.1098/rsta.2006.1927
http://www.ncbi.nlm.nih.gov/pubmed/17255054
http://dx.doi.org/10.1016/j.ymssp.2005.09.012
http://dx.doi.org/10.1016/j.ymssp.2008.06.009


Appl. Sci. 2017, 7, 497 30 of 31

199. Si, X.S.; Wang, W.; Hu, C.H.; Zhou, D.H. Remaining useful life estimation—A review on the statistical data
driven approaches. Eur. J. Oper. Res. 2011, 213, 1–14. [CrossRef]

200. Sikorska, J.Z.; Hodkiewicz, M.; Ma, L. Prognostic modelling options for remaining useful life estimation by
industry. Mech. Syst. Signal Process. 2011, 25, 1803–1836. [CrossRef]

201. Ahmadzadeh, F.; Lundberg, J. Remaining useful life estimation: Review. Int. J. Syst. Assur. Eng. Manag. 2014,
5, 461–474. [CrossRef]

202. Tsui, K.L.; Chen, N.; Zhou, Q.; Hai, Y.Z.; Wang, W.B. Prognostics and Health Management: A Review on
Data Driven Approaches. Math. Probl. Eng. 2015, 2015, 793161. [CrossRef]

203. Bartram, G.W. System Health Diagnosis and Prognosis Using Dynamic Bayesian Networks; Vanderbilt University:
Nashville, TN, USA, 2013.

204. Bartram, G.; Mahadevan, S. Probabilistic Prognosis with Dynamic Bayesian Networks. Int. J. Progn. Health
Manag. 2015. Available online: http://www.phmsociety.org/sites/phmsociety.org/files/phm_submission/
2014/ijphm_15_002.pdf (accessed on 11 May 2017).

205. Si, X.S.; Zhang, Z.X.; Hu, C.H. Data-Driven Remaining Useful Life Prognosis Techniques: Stochastic
Models, Methods and Applications; Springer Series in Reliability Engineering; National Defense Industry
Press/Springer: Berlin/Heidelberg, Germany, 2017.

206. Kacprzynski, G.J.; Sarlashkar, A.; Roemer, M.J.; Hess, A.; Hardman, B. Predicting remaining life by fusing
the physics of failure modeling with diagnostics. J. Miner. Met. Mater. Soc. (JOM) 2004, 56, 29–35. [CrossRef]

207. Lorton, A.; Fouladirad, M.; Grall, A. A methodology for probabilistic model-based prognosis. Eur. J. Oper. Res.
2013, 225, 443–454. [CrossRef]

208. Liao, L.X.; Köttig, F. Review of hybrid prognostics approaches for remaining useful life prediction of
engineered systems, and an application to battery life prediction. IEEE Trans. Reliab. 2014, 63, 191–207.
[CrossRef]

209. Zhong, R.; Zong, Z.; Niu, J.; Yuan, S. A Damage Prognosis Method of Girder Structures Based on Wavelet
Neural Networks. Math. Probl. Eng. 2014, 2014, 130274. [CrossRef]

210. Saxena, A.; Celaya, J.; Saha, B.; Saha, S.; Goebel, K. Metrics for Offline Evaluation of Prognostic Performance.
Int. J. Progn. Health Manag. 2010, 1, 4–23.

211. Liu, S.; Sun, B. A Novel method for online prognostics performance evaluation. In Proceedings of the IEEE
Conference on Prognostics and System Health Management (PHM), Beijing, China, 23–25 May 2012.

212. Hemez, F.M.; Doebling, S.W.; Anderson, M.C. A brief tutorial on verification and validation. In Proceedings
of the 22nd SEM International Modal Analysis Conference, Dearborn, MI, USA, 26–29 January 2004.

213. Schultz, M.T.; Mitchell, K.N.; Harper, B.K.; Bridges, T.S. Decision Making under Uncertainty; U.S. Army Corps
of Engineers: Washington, DC, USA, 2010.

214. Gedig, M.; Stiemer, S. Decision Tools for the Engineering of Steel Structures. Electron. J. Struct. Eng. 2006, 6,
19–38.

215. Howard, R.A. The foundations of decision analysis revisited. In Advances in Decision Analysis;
Edwards, R.F.M.W., von Winterfeldt, D., Eds.; Cambridge University Press: Cambridge, UK, 2007; Chapter 2.

216. Hovgaard, M.K. Incorporating Structural Health Monitoring in the Design of Slip Formed Concrete Wind Turbine
Towers; Department of Engineering, Aarhus University: Aarhus, Denmark, 2015.

217. Zonta, D.; Glisic, B.; Adriaenssens, S. Value of information: Impact of monitoring on decision-making.
Struct. Control Health Monit. 2014, 21, 1043–1056. [CrossRef]

218. Wong, F.S.; Yao, J.T. Health monitoring and structural reliability as a value chain. Comput. Aided Civ.
Infrastruct. Eng. 2001, 16, 71–78. [CrossRef]

219. Pozzi, M.; Der Kiureghian, A. Assessing the value of information for long-term structural health monitoring.
Proc. SPIE 7984 Health Monit. Struct. Biolog. Syst. 2011. [CrossRef]

220. Attoh-Okine, N.O.; Ayyub, B.M. Applied Research in Uncertainty Modeling and Analysis, 2005 ed.; International
Series in Intelligent Technologies; Springer: Berlin, Germany, 2005; Volume 20.

221. Zhu, M. Uncertainty Quantification in Vibration-Based Structural Health Monitoring for Enhanced Decision-Making
Capability; University of California: San Diego, CA, USA, 2012.

222. Soroudi, A.; Amraeeb, T. Decision making under uncertainty in energy systems: State of the art.
Renew. Sustain. Energy Rev. 2013, 28, 376–384. [CrossRef]

223. Magee, J. Decision Trees for Decision Making; Harvard Business Review: Brighton, MA, USA, 1964.

http://dx.doi.org/10.1016/j.ejor.2010.11.018
http://dx.doi.org/10.1016/j.ymssp.2010.11.018
http://dx.doi.org/10.1007/s13198-013-0195-0
http://dx.doi.org/10.1155/2015/793161
http://www.phmsociety.org/sites/phmsociety.org/files/phm_submission/2014/ijphm_15_002.pdf
http://www.phmsociety.org/sites/phmsociety.org/files/phm_submission/2014/ijphm_15_002.pdf
http://dx.doi.org/10.1007/s11837-004-0029-2
http://dx.doi.org/10.1016/j.ejor.2012.10.025
http://dx.doi.org/10.1109/TR.2014.2299152
http://dx.doi.org/10.1155/2014/130274
http://dx.doi.org/10.1002/stc.1631
http://dx.doi.org/10.1111/0885-9507.00214
http://dx.doi.org/10.1117/12.881918
http://dx.doi.org/10.1016/j.rser.2013.08.039


Appl. Sci. 2017, 7, 497 31 of 31

224. Pollino, C.A.; Henderson, C. Bayesian Networks: A Guide for Their Application in Natural Resource Management
and Policy; Technical Report; Landscape Logic: Parkes, Australia, 2010.

225. Pearl, J. Probabilistic Reasoning in Intelligent Systems: Networks of Plausible Inference; The Morgan Kaufmann
Series in Representation and Reasoning; Morgan Kaufmann Publishers: San Mateo, CA, USA, 1988.

226. Jensen, F.V. Bayesian Networks and Decision Graphs; Springer: New York, NY, USA, 2001.
227. Russell, S.J.; Norvig, P. Artificial Intelligence: A Modern Approach, 2nd ed.; Prentice-Hall: Englewood Cliffs, NJ,

USA, 2003.
228. Raiffa, H.; Schlaifer, R. Applied Statistical Decision Theory; Division of Research, Harvard Business School:

Boston, MA, USA, 1961.
229. Benjamin, J.R.; Cornell, C.A. Probability, Statistics and Decisions for Civil Engineering; McGraw Hill Book

Company: New York, NY, USA, 1970.
230. Lee, E.; Park, Y.; Shin, J. Large engineering project risk management using a Bayesian belief network.

Expert Syst. Appl. Int. J. 2009, 36, 5880–5887. [CrossRef]
231. Fang, C.; Marle, F. A simulation-based risk network model for decision support in project risk management.

Decis. Support Syst. 2012, 52, 635–644. [CrossRef]
232. Broglio, S.; Der Kiureghian, A. Bayesian Network for Post-Earthquake Decision on Monitored Structures.

In Vulnerability, Uncertainty, and Risk: Analysis, Modeling, and Management; ASCE: Hyattsville, MD, USA, 2011.
233. Blaser, L.; Ohrnberger, M.; Riggelsen, C.; Babeyko, A.; Scherbaum, F. Bayesian networks for tsunami warning.

Geophys. J. Int. 2011, 185, 1431–1443. [CrossRef]
234. Hovgaard, M.K.; Brincker, R. Limited memory influence diagrams for structural damage detection

decision-making. J. Civ. Struct. Health Monit. 2016, 6, 205–215. [CrossRef]
235. Bensi, M.; Der Kiureghian, A.; Straub, D. Framework for Post-Earthquake Risk Assessment and Decision

Making for Infrastructure Systems. ASCE-ASME J. Risk Uncertain. Eng. Syst. 2014, 1, 04014003. [CrossRef]
236. Lauritzen, S.L.; Nilsson, D. Representing and solving decision problems with limited information. Manag. Sci.

2001, 47, 1235–1251. [CrossRef]
237. Nielsen, J.S.; Sørensen, J.D. Bayesian networks as a decision tool for O&M of offshore wind turbines.

In ASRANet: Integrating Structural Analysis, Risk & Reliability, Proceedings of the 5th International ASRANet
Conference, Edinburgh, UK, 14–16 June 2010; ASRANet Ltd.: Glasgow, UK, 2010.

238. Luque, J.; Straub, D. Algorithms for optimal risk-based planning of inspections using influence diagrams.
In Proceedings of the 11th International Probabilistic Workshop, Brno, Czech Republic, 6–8 November 2013.

239. Shang, K.L.; Hossen, Z. Applying Fuzzy Logic to Risk Assessment and Decision-Making; Research Report;
Canadian Institute of Actuaries/Casualty Actuarial Society: Ottawa, ON, Canada, 2013.

240. Zadeh, L.A. Fuzzy sets. Inf. Control 1965, 8, 338–353. [CrossRef]
241. Reda Tahaa, M.M.; Lucero, J. Damage identification for structural health monitoring using fuzzy pattern

recognition. Eng. Struct. 2005, 27, 1774–1783. [CrossRef]
242. De Miguel, L.J.; Blázquez, L.F. Fuzzy logic-based decision-making for fault diagnosis in a DC motor.

Eng. Appl. Artif. Intell. 2005, 18, 423–450. [CrossRef]
243. Ganguli, R. A Fuzzy Logic System for Ground Based Structural Health Monitoring of a Helicopter Rotor

Using Modal Data. J. Intell. Mater. Syst. Struct. 2001, 12, 397–407. [CrossRef]
244. Zeng, J.H.; An, M.; Smith, N.J. Application of a fuzzy based decision making methodology to construction

project risk assessment. Int. J. Proj. Manag. 2007, 25, 589–600. [CrossRef]
245. Sasmal, S.; Ramanjaneyulu, K.; Gopalakrishnan, S.; Lakshmanan, N. Fuzzy logic based condition rating of

existing reinforced concrete bridges. J. Perform. Constr. Facil. 2006, 20, 261–273. [CrossRef]
246. Ren, J.; Jenkinson, I.; Wang, J.; Xu, D.L.; Yang, J.B. An offshore risk analysis method using fuzzy Bayesian

network. J. Offshore Mech. Arct. Eng. 2009, 131, 1–12. [CrossRef]
247. Kubier, O. Applied Decision-Making in Civil Engineering; Swiss Federal Institute of Technology Zurich: Zürich,

Switzerland, 2006.
248. Nielsen, J.S. Risk-Based Operation and Maintenance of Offshore Wind Turbines. Ph.D. Thesis, Aalborg University,

Aalborg, Denmark, 2013.

© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1016/j.eswa.2008.07.057
http://dx.doi.org/10.1016/j.dss.2011.10.021
http://dx.doi.org/10.1111/j.1365-246X.2011.05020.x
http://dx.doi.org/10.1007/s13349-016-0153-z
http://dx.doi.org/10.1061/AJRUA6.0000810
http://dx.doi.org/10.1287/mnsc.47.9.1235.9779
http://dx.doi.org/10.1016/S0019-9958(65)90241-X
http://dx.doi.org/10.1016/j.engstruct.2005.04.018
http://dx.doi.org/10.1016/j.engappai.2004.11.002
http://dx.doi.org/10.1106/104538902022598
http://dx.doi.org/10.1016/j.ijproman.2007.02.006
http://dx.doi.org/10.1061/(ASCE)0887-3828(2006)20:3(261)
http://dx.doi.org/10.1115/1.3124123
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Framework of Vibration-Based Damage Identification 
	Detection of Damage Occurrence 
	Time Domain Methods 
	Output-Only Methods 
	Modern Signal Processing Methods 
	Data-Based Statistical Methods 
	Methods for Changing Environmental Conditions 

	Frequency Domain Methods 
	Modal Domain Methods 
	Summary of Response-Based Methods 

	Structural Models 
	Structural Matrix 
	Finite Element (FE) Model 
	Mapping Model and Meta-Model 

	Damage Characterization, Objective Functions, and Optimization Algorithm 
	Damage Characterization 
	Objective Features and Functions 
	Sensitivity Study 
	Optimization Algorithms 
	Gradient-Based Optimization Algorithms 
	Evolutionary Optimization Algorithms 
	Multi-Objective Optimization Algorithms 
	Guideline for Algorithm Selection 


	Prediction of Remaining Useful Life 
	Damage Prognosis Methodologies 
	Prediction Model and Model Verification 

	Decision Making 
	Value of Information and Uncertainty Quantification 
	Decision-Making Methods 
	Decision Trees 
	Bayesian Decision Theory 
	Influence Diagrams 
	Fuzzy Logic Method 
	Summary of Decision-Making Methods 


	Summary and Future work 
	Damage Diagnosis 
	Damage Prognosis 
	Decision Making 


