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Abstract:



Hard machining is an efficient solution that can be used to replace the grinding operation in the mold and die manufacturing industry. In this study, an attempt is made to analyze the effect of process parameters on workpiece surface roughness (Ra) in the hard milling of JIS (Japanese Industrial Standard) SKD61 steel, based on a combination of the Taguchi method and response surface methodology (RSM). The cutting parameters are selected based on the structural dynamic analysis of the machine tool. A set of experiments is designed according to the Taguchi technique. The average Ra is measured by a Mitutoyo Surftest SJ-400, and then analysis of variance (ANOVA) is performed to determine the influences of cutting parameters on the given Ra. Quadratic mathematical modeling is introduced for prediction of the Ra during the hard milling process. The predicted values are in reasonable agreement with the observation of experiments. In an effort to obtain the minimizing Ra, a single objective optimization is employed based on the desirability function. The result shows that the percentage error between measured and predicted values of Ra is 3.2%, which is found to be insignificant. Eventually, the milled surface roughness under the optimized machining conditions is 0.122 µm. This finding shows that grinding may be replaced by finish hard milling in the mold and die manufacturing field.
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1. Introduction


JIS SKD61 is a hot-work die steel that is widely used in the mold and die manufacturing industry. It is often utilized to manufacture hot extrusion dies, casting molds, and forging dies due to its significant toughness, high hardness, and sufficient resistance to high temperature fatigue properties. Generally, a mold and die manufacturing process consists of rough machining, heat treatment, and then a finish grinding operation. This process is both costly and time-consuming. Furthermore, the quality of the machined surface produced by the grinding operation is prone to thermal damage [1].



Nowadays, in order to enhance production and product quality in the mold and die manufacturing industry, the finishing grinding process is often replaced by a hard milling operation; this way, the product cycle time can be decreased, productivity increased, and the quality of finished products can be significantly improved [2].



Nevertheless, the JIS SKD61 hardened alloy steel is often acknowledged as a difficult machining material because of its high strength and work hardening rates. Thus, to achieve the best surface quality, highest productivity, and lowest cost, the cutting conditions must be considered and chosen properly whenever hard milling is involved.



Recently, many researchers have effectively applied the Taguchi method to optimize the surface roughness during hard machining processes. For instance, Ding et al. [3] optimized the cutting conditions and developed an experimental equation for surface roughness during milling with (Ti, Al) N-TiN coated inserts of AISI (American Iron and Steel Institute) H13-hardened alloy steel by use of the Taguchi method. The result of their research indicates that the surface roughness under the optimized cutting parameters is less 0.25 µm. Diniz et al. [4] studied the toroidal milling of hardened SAE (Society of Automotive Engineers) H13 alloy steel using the minimum quantity of lubricant (MQL) technique. Their result indicates that the surface roughness value is 0.8 µm. Motorcu [5] used the Taguchi method for optimizing input variables such as cutting speed, feed rate, depth of cut, and tool’s nose radius in the hard turning of AISI 8660 steel with PVD (Physical vapour deposition)-coated ceramic tools. The result reveals that the value of surface roughness is about 1.5 to 2 µm. Asiltürk and Akkuş [6] obtained surface roughness of 1.17 µm under the optimal machining condition during hard turning of AISI 4140 with coated carbide cutting tools.



Furthermore, Dureja et al. [7] optimized the surface roughness during hard turning of AISI H11 steel with TiN coated mixed ceramic insert by RSM. All experiments were designed by use of the Box-Behken method. With optimized machining conditions, they achieve a surface roughness of 0.56 µm. Asiltürk and Neşeli [8] reported the development of a mathematical model and the multiple objective optimization for surface quality when turning AISI 304 steel based on Taguchi and RSM analysis.



On the other hand, many authors have successfully combined RSM with a genetic algorithm (GA) to produce an effective methodology for determining the optimum cutting conditions [9,10,11,12]. They developed experimental models with the RSM and then applied the GA to identify the optimal machining process parameters for the surface finish. With a neural network approach, many researchers have investigated the effects of machining parameters on the surface roughness [13,14].



With most of the researchers mentioned above, the cutting process parameters for hard machining were chosen according to the experience of researchers. They ignored the dynamic parameters of machine tools which significantly affect the surface roughness in machining. Given the nature of these approaches, this did not completely reflect the aspects of machining process.



It is known that the machine tool system is often affected by chatter vibrations during milling operation. The chatter vibrations of the cutting system are generated by a self-excitation phenomenon in the production of chip thickness [15]. In machining, the self-excited machine tool becomes unstable and chatter vibrations grow until the cutter jumps out of the cut [16]. In general, this is one of the common phenomena which negatively affects the machine tool, the cutting tool and the product quality.



Therefore, the analysis of the dynamic parameters of the machine tool system is very important work which needs to be carried out to control the chatter vibration during machining operation. Altintas and Budak [16] analyzed the structural dynamic of the machine tool and developed an analytical model for predicting the chatter vibration of the machine tool system. They noted that the chatter is a self-excited vibration which often occurs in the cutting system as machining with high depths of cut and cutting speed. Thus, they recommended machine tool users for proper selection of depth of cuts and spindle speeds in machining operations. Furthermore, by experimental study, Thamizhmanii et al. [17] showed that the causes of poor surface finish are due to chatter vibrations of a machine tool during machining operation. From the above analysis, it can be seen that the optimal selection of cutting process parameters based on structural dynamic analysis of the machine tool can produce a good surface finish and high performance in machining process.



Moreover, the several studies on the optimal manufacturing process have been performed to minimize cost, improve product quality, and enhance performance through the use of many diverse methods. Unfortunately, each methodology has a different level of efficiency in the computational process. No method has recently provided for the same degree of accuracy within all facets of the machining process.



In order to fill in these gaps, in this study, an attempt has been made to optimize machining process parameters in the hard milling of hardened JIS SKD61 alloy steel with TiAlN coated carbide end mills based on both the Taguchi technique and RSM. The cutting parameters are selected based on the dynamic stability analysis of the machine tool. A series of experiments was designed by use of the Taguchi method. The machined surface profiles are measured by a Surftest SJ-400 (Mitutoyo Corporation, Kanagawa, Japan), and then analysis of variance is carried out by the Minitab 16 package software (Minitab, Inc., Philadelphia, PA, USA, 2010). The influences of cutting conditions such as cutting speed, feed rate, axial depth of cut, and material hardness on Ra are also considered. The second-order model is established to estimate Ra in the hard milling by the RSM. The single objective optimization is carried out to determine the best machining conditions for minimizing Ra.




2. Experimental Details


2.1. Workpiece Material


In this research, the workpiece material was a block of JIS SKD61 alloy steel (Chun Ying Tool Co., Ltd, Changhua, Taiwan) which had the dimensions of 200 mm × 100 mm × 40 mm. The workpiece was through-hardened and tempered to obtain different hardness levels, namely 40, 45, and 50 HRC (Hardness Rockwell C-scale). Their chemical compositions were 0.39% C, 1.0% Si, 0.4% Mn, 5.15% Cr, 1.4% Mo, 0.8% V, and 0.2% Ni [3].




2.2. Tools, Machine Tools and Measurement Instruments


The cutting tools utilized in this study were the TiAlN coated-carbide end mills from CMTec tool manufacturer (Tainan, Taiwan) and their geometry was characterized by: 10 mm diameter, 35 degree helix angle, square type, with 4 flutes. Their cutting ability can reach 60 HRC for the hardened tool steels. The tools were mounted on the machine’s spindle head to carry out the various cutting tasks involved. All the experiments were performed under dry conditions at a Victor V-Center-4 Vertical machining center (Victor Taichung Machinery Works Co., Ltd, Taichung City, Taiwan), which has a maximum spindle speed of 6000 rpm. The workpieces were clamped on the machine table to ensure rigidity during the machining process.




2.3. Identification of Cutting Conditions for the Hard Milling Test


In this study, the cutting conditions for the hard milling test were chosen based on the structural dynamic analysis of a machine tool. The dynamic analysis of the machine tool was performed by use of CUTPRO 9.0 software, 2012. CUTPRO is advanced machining software, which is produced by the Manufacturing Automation Laboratories Corporation in B.C., Canada [18]. It can provide a high efficiency solution for the metal machining field. The procedure of structural dynamic analysis of the machine tool is shown in Figure 1.


Figure 1. Illustrations of the cutting condition selection.
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First step, the measurements of the machine tool dynamics were carried out by tap testing (hammer test) as illustrated in Figure 2.


Figure 2. Dynamic parameter measurement of machine tool.
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From Figure 2, it can be seen that the structural dynamics in both the X and Y directions were measured through the Kistler 9722A2000 Hammer (2.13 mV/N sensitivity) and the 8778A500 M14 Accelerometer (10 mV/g sensitivity) (Kistler Group, Winterthur, Switzerland). The cutting tool was clamped on the machine’s spindle head to carry out the various measurement tasks involved. The accelerometer was mounted on the relief face of the cutter by using a special wax. The output of the accelerometer and the hammer were connected to a PC system. During tap testing, the frequency response functions (FRF) of the structure were measured in two directions by use of the versatile transfer function measurement program in CUTPRO software, which was installed in a PC system.



In the second step, a small series of slotting milling tests were conducted at different feed rates, but constant spindle speed and depth of cut. Furthermore, this study was performed on the hardened JIS SKD61 steel with hardness in the range of (40–50) HRC. Therefore, to ensure machinability, the material which had the highest hardness among given materials was selected to calculate the average cutting force coefficients. With this approach, the input parameters of the average cutting coefficient tests were listed in Table 1 [19]. The procedure of slotting milling tests was shown in Figure 3.


Figure 3. Experimental configuration for identification of cutting force coefficients.



[image: Applsci 06 00172 g003 1024]






Table 1. Experimental conditions for calculating the average cutting force coefficients.







	
Test

	
Spindle Speed, n (rpm)

	
Feed Rate, f (mm/Tooth)

	
Axial Depth of Cut, a (mm)

	
Hardness, H (HRC)






	
1

	
850

	
0.050

	
0.3

	
50




	
2

	
850

	
0.075

	
0.3

	
50




	
3

	
850

	
0.100

	
0.3

	
50




	
4

	
850

	
0.125

	
0.3

	
50




	
5

	
850

	
0.150

	
0.3

	
50










The cutting force components in three directions were measured utilizing a piezoelectric three-component Dynamometer with Model 6423 (Lebow® Products Inc., Troy, MI, USA) and a System 6000’s with Model 6100 scanner (Vishay Precision Group, Inc., Atlanta, GA, USA) connected to a PC employing Strain Smart force measurement software. A digital filter which was designed based on the fast Fourier transform algorithm was integrated into the System 6000 to filter out the noise signal during the measurement. For each machining condition, 1000 data points for each of the three channels were recorded by sampling at 1000 Hz for a period of 1 s.



The modeling of average cutting force coefficients was shown in Equation (1) [15].


Ktc=4Fyc¯Na; Krc=−4Fxc¯Na; Kac=πFzc¯NaKte=πFye¯Na; Kre=−πFxe¯Na; Kae=2Fze¯Na



(1)




where Ktc, Krc, Kac are cutting coefficients of the tool/workpiece material pairing in tangential, radial and axial directions (N/mm2); Kte, Kre, Kae are edge cutting coefficients of the cutting tool in tangential, radial and axial directions (N/mm); N is the number of teeth on the cutter; a is depth of cut; [image: there is no content] and [image: there is no content] are average cutting forces and average edge cutting forces in three directions respectively (Newton).



The average cutting force coefficients were calculated from the measured cutting force data obtained through the use of the CUTPRO software. After calculating, the average cutting force coefficients are given in Table 2.



Table 2. Average cutting coefficients of JIS SKD61 (50 HRC).







	
Cutting Coefficients

	
Edge Cutting Coefficients




	
Ktc (N/mm2)

	
Krc (N/mm2)

	
Kac (N/mm2)

	
Kte (N/mm)

	
Kre (N/mm)

	
Kae (N/mm)






	
−654.089

	
−2868.340

	
645.043

	
−66.743

	
−89.743

	
13.832










For the third step, once the FRFs and the cutting constants were determined, these data were used in the CUTPRO software to make the stability lobe diagram, as shown in Figure 4. This diagram was produced using Equation (2) [15].


[image: there is no content]



(2)




where [image: there is no content] is chatter-free axial depth of cut; N is the number of teeth on the cutter; Kt is the cutting force coefficient; [image: there is no content]; [image: there is no content] and [image: there is no content] are the real part eigenvalue and the imaginary part eigenvalue of the chatter stability equation.


Figure 4. Analytical stability lobe diagram of the hard milling test.
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From Figure 4, it was seen that the chatter stability lobes create a spindle speed–dependent dividing line between the unstable and stable depth of cut. These stability lobes can be used to find the best machining parameters for the measured machine tool system.



Finally, the spindle speed and the axial depth of cut in a stable cutting region were selected based upon the chatter stability lobe diagram. From this diagram, the cutting speed (V) in the range of 25–75 m/min and the depth of cut (a) in the range of 0.2–0.6 mm were selected for investigation. Moreover, the present work focused on the study of finish milling of hardened JIS SKD61 alloy steel with hardness in the range of (40–50) HRC. All the experiments were conducted by slotting milling operation. Thus, the best feed rates were often chosen in the range of 0.01–0.03 mm/tooth. The radial depth of cut was seen as a constant that is equal to the diameter of the cutting tool (d = 10 mm). With this approach, the selected cutting condition parameters for hard milling of hardened JIS SKD61 alloy steel are shown in Table 3.



Table 3. Levels of input variables.







	
Factors

	
Code of Levels




	
1

	
2

	
3






	
Cutting speed, V (m/min)

	
25

	
50

	
75




	
Spindle speed, n (rpm)

	
796

	
1592

	
2388




	
Feed rate, f (mm/tooth)

	
0.01

	
0.02

	
0.03




	
Axial depth of cut, a (mm)

	
0.2

	
0.4

	
0.6




	
Material hardness, H (HRC)

	
40

	
45

	
50












3. Design of Experiments


3.1. Taguchi Technique


The Taguchi technique is a powerful and effective method, which is widely used in the design of experiments and in the optimization of response in engineering fields. In this research work, the Taguchi technique was applied for the design of all the experiments performed. The input variables and its values were given in Table 3. With four three-level factors, Taguchi’s L27 orthogonal array with 27 rows and 13 columns was selected to create a set of tests in the design process [20]. In order to avoid an overlap of the interactions with the main factors, the columns that were chosen are 1, 2, 5, and 12 (see Table 4).



Table 4. Experimental results.







	
Run

	
[1]

	
[2]

	
[5]

	
[12]

	
V (m/min)

	
f (mm/tooth)

	
a (mm)

	
H (HRC)

	
Measured Ra (µm)

	
Predicted Ra (µm)

	
Error (%)






	
1

	
1

	
1

	
1

	
1

	
25

	
0.01

	
0.2

	
40

	
0.220

	
0.2201

	
0.07




	
2

	
1

	
1

	
2

	
2

	
25

	
0.01

	
0.4

	
45

	
0.250

	
0.2806

	
12.2




	
3

	
1

	
1

	
3

	
3

	
25

	
0.01

	
0.6

	
50

	
0.390

	
0.3693

	
5.28




	
4

	
1

	
2

	
1

	
3

	
25

	
0.02

	
0.2

	
50

	
0.389

	
0.3794

	
2.45




	
5

	
1

	
2

	
2

	
1

	
25

	
0.02

	
0.4

	
40

	
0.328

	
0.3364

	
2.59




	
6

	
1

	
2

	
3

	
2

	
25

	
0.02

	
0.6

	
45

	
0.376

	
0.3572

	
4.97




	
7

	
1

	
3

	
1

	
2

	
25

	
0.03

	
0.2

	
45

	
0.554

	
0.5193

	
6.25




	
8

	
1

	
3

	
2

	
3

	
25

	
0.03

	
0.4

	
50

	
0.499

	
0.5472

	
9.67




	
9

	
1

	
3

	
3

	
1

	
25

	
0.03

	
0.6

	
40

	
0.588

	
0.5839

	
0.68




	
10

	
2

	
1

	
1

	
2

	
50

	
0.01

	
0.2

	
45

	
0.205

	
0.2272

	
10.8




	
11

	
2

	
1

	
2

	
3

	
50

	
0.01

	
0.4

	
50

	
0.393

	
0.3595

	
8.51




	
12

	
2

	
1

	
3

	
1

	
50

	
0.01

	
0.6

	
40

	
0.230

	
0.2340

	
1.76




	
13

	
2

	
2

	
1

	
1

	
50

	
0.02

	
0.2

	
40

	
0.274

	
0.2732

	
0.28




	
14

	
2

	
2

	
2

	
2

	
50

	
0.02

	
0.4

	
45

	
0.329

	
0.3375

	
2.60




	
15

	
2

	
2

	
3

	
3

	
50

	
0.02

	
0.6

	
50

	
0.425

	
0.4301

	
1.20




	
16

	
2

	
3

	
1

	
3

	
50

	
0.03

	
0.2

	
50

	
0.424

	
0.4199

	
0.95




	
17

	
2

	
3

	
2

	
1

	
50

	
0.03

	
0.4

	
40

	
0.563

	
0.5543

	
1.53




	
18

	
2

	
3

	
3

	
2

	
50

	
0.03

	
0.6

	
45

	
0.572

	
0.5789

	
1.21




	
19

	
3

	
1

	
1

	
3

	
75

	
0.01

	
0.2

	
50

	
0.219

	
0.2294

	
4.79




	
20

	
3

	
1

	
2

	
1

	
75

	
0.01

	
0.4

	
40

	
0.250

	
0.2017

	
19.3




	
21

	
3

	
1

	
3

	
2

	
75

	
0.01

	
0.6

	
45

	
0.296

	
0.3306

	
11.7




	
22

	
3

	
2

	
1

	
2

	
75

	
0.02

	
0.2

	
45

	
0.221

	
0.1976

	
10.5




	
23

	
3

	
2

	
2

	
3

	
75

	
0.02

	
0.4

	
50

	
0.313

	
0.3337

	
6.62




	
24

	
3

	
2

	
3

	
1

	
75

	
0.02

	
0.6

	
40

	
0.376

	
0.3855

	
2.54




	
25

	
3

	
3

	
1

	
1

	
75

	
0.03

	
0.2

	
40

	
0.365

	
0.4044

	
10.8




	
26

	
3

	
3

	
2

	
2

	
75

	
0.03

	
0.4

	
45

	
0.499

	
0.4726

	
5.27




	
27

	
3

	
3

	
3

	
3

	
75

	
0.03

	
0.6

	
50

	
0.586

	
0.5690

	
2.89











3.2. RSM Based Model for Surface Roughness


According to the ISO 4287 norm, the average surface roughness (Ra) is the arithmetical average of the absolute values of the deviations in the roughness profile from the mean line along the measuring length, as is illustrated in Figure 5. The equation is given for calculating the Ra value as follows [21]:


[image: there is no content]



(3)




where l is the measuring length, and y is the ordinate of the roughness profile.


Figure 5. Graphical representation of roughness parameter Ra.
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In this research, the experimental model for predicting the average surface roughness was developed through RSM method. RSM is a statistical and mathematical technique that is often applied to build the empirical model and optimize the input factors (independent variables) for one or more output responses (dependent variables) in the machining process [22].



The relationship between the surface roughness and cutting parameter variables can be expressed by the function as follows [23]:


[image: there is no content]



(4)




where Ra is the average surface roughness (µm), and V, f, a, and H are the parameters of the cutting speed (m/min), feed (mm/tooth), axial depth of cut (mm) and material hardness (HRC), respectively.



With k input factors, the surface roughness was expressed by the following second-order polynomial function:


[image: there is no content]



(5)




where xi is coded variables, βi is the coefficient of first-order terms, βii is the coefficient of second-order terms, and βij is the coefficient of interactive terms of the equation.




3.3. Desirability Function


To find the optimal process conditions for output response, numerical optimization was performed using the desirability function. Derringer [24] proposed a multi-objective optimization approach which is considered to be the desirability function. This method is widely applied in engineering to solve inherent multiple objective issues. Each of the responses yi(x) corresponds with a desirability function di(yi) assigning a number in the range from zero to one. One describes the ideal case and zero depicts a condition whereby one or more responses fall outside its acceptable limit. Then, the individual desirability functions are combined by the geometric mean which produces the overall desirability D as follows:


[image: there is no content]



(6)




where n is the number of responses in the measure. If any of the responses are outside their desirable range, the overall function becomes zero.



In order to reflect the possible difference in the importance of each response, Equation (6) can be extended as follows:


[image: there is no content]



(7)




where wi is weight and satisfies conditions such as 0 < wi < 1 and w1 + w2 + ... + wn = 1.



The numerical optimization is performed to determine a point that represents the maximizing desirability function. Adjustment in importance or weight can change the characteristics of an objective. For many responses, all objectives combine into a desirability function. Each goal is assigned to a response which has low and high values.



The goal of this study is to optimize the input variables for minimizing the surface roughness, so the goal field must be selected as follows:



Minimum:



di = 1 if response < low value



0 ≤ di ≤ 1 as response varies from low to high



di = 0 if response > high value





4. Results and Discussion


In this study, each experiment was repeated three times with a new tool. After experimentation, to obtain statistically significant data for the tests, the workpiece surface roughness was measured at three different positions along the feed direction by a portable surface roughness tester (Surftest SJ-400) with a cut-off length of 2.5 mm and number of cut-offs of 5, and then the average surface roughness was calculated and provided in Table 4. These data were used to analyze the effect of cutting parameters on the surface roughness and to develop the mathematical models used to predict the surface roughness observed in the hard milling process.



4.1. Analysis of Variance for Response Surface


Analysis of variance (ANOVA) is a statistical analysis which is commonly applied to evaluate the data of experiments. In this research, the analysis of direct and interactive effect of the input factors (V, f, a, and H) on the surface roughness is conducted through ANOVA. The regression equation and investigated factors are called to be statistically significant if the p-value in ANOVA Table is less than 0.05. Besides, the percentage contribution (PC) of terms in the estimated model on the total variation is also considered to evaluate the influence degree of the controllable factors on the model.



According to the experimental data in Table 4, the ANOVA for response surface is produced using the Minitab 16 software and their results are further represented in Table 5. Study of these tables indicates that the developed model is found to be statistically significant and is suitable for a Taguchi experiment because of the model’s estimated regression coefficient being (p < 0.0001) less than 0.05 [25]. Moreover, the model terms with a p-value of less than 0.05 reveal that they significantly affect the surface roughness in the investigative range. In such cases, (V), (f), (a), (H), (f2), (V × a) and (f × H) are the statistically significant model terms to be used. Among these terms, the feed rate (f) is the most influential parameter on the Ra which explained 65.33% contribution of total variance. The next effect factor is the depth of cut (a) with a 12.68% contribution. The cutting speed (V), the material hardness (H), and product of the factors such as (f2), (V × a), and (f × H) have little influence on the Ra. Their contributions were 2.97%, 2.66%, 4.88%, 1.39% and 5.24%, respectively. The terms with p-value of more than 0.1 (e.g., V2, a2, H2, V × f, V × H, f × a, and a × H) are not significant, but are not removed from the model to avoid a significant effect on the model’s predictive result [26].



Table 5. Analysis of variance for Ra.







	
Source

	
DF

	
SS

	
MS

	
F

	
p

	
PC (%)

	
Remarks






	
Model

	
14

	
0.395893

	
0.028278

	
23.32

	
<0.0001

	
96.45

	
Significant




	
V

	
1

	
0.012220

	
0.012220

	
10.08

	
0.008

	
2.97

	
Significant




	
f

	
1

	
0.268156

	
0.268156

	
221.2

	
<0.0001

	
65.33

	
Significant




	
a

	
1

	
0.052057

	
0.052057

	
42.93

	
<0.0001

	
12.68

	
Significant




	
H

	
1

	
0.010952

	
0.010952

	
9.03

	
0.011

	
2.66

	
Significant




	
V2

	
1

	
0.000228

	
0.000228

	
0.19

	
0.672

	
0.05

	
Insignificant




	
f2

	
1

	
0.020068

	
0.020068

	
16.55

	
0.002

	
4.88

	
Significant




	
a2

	
1

	
0.000353

	
0.000353

	
0.29

	
0.600

	
0.08

	
Insignificant




	
H2

	
1

	
0.000963

	
0.000963

	
0.79

	
0.390

	
0.23

	
Insignificant




	
V × f

	
1

	
0.000768

	
0.001419

	
1.17

	
0.301

	
0.18

	
Insignificant




	
V × a

	
1

	
0.005720

	
0.019275

	
15.90

	
0.002

	
1.39

	
Significant




	
V × H

	
1

	
0.000019

	
0.000720

	
0.59

	
0.456

	
0.004

	
Insignificant




	
f × a

	
1

	
0.002131

	
0.002131

	
1.76

	
0.210

	
0.51

	
Insignificant




	
f × H

	
1

	
0.021511

	
0.021511

	
17.74

	
0.001

	
5.24

	
Significant




	
a × H

	
1

	
0.000747

	
0.000747

	
0.62

	
0.448

	
0.18

	
Insignificant




	
Error

	
12

	
0.014551

	
0.001213

	
-

	
-

	
-

	
-




	
Total

	
26

	
0.410444

	
-

	
-

	
-

	
-

	
-








R2 = 0.9645 and adjusted R2 = 0.9232.








Furthermore, in statistics, R-squared (R2) is called the coefficient of determination for regression analysis that is used to explain the goodness-of-fit of the model to the experimental data. According to ANOVA, the R2 and adjusted R2 value of Ra that are revealed in Table 5 are 0.9645 and 0.9232, respectively. These values are very close to 1. It can be seen that 96.45% of the total variance is justified by the model [26].




4.2. Model of Ra-Based RSM


The quadratic mathematical model, in this research, based on the experimental data, is developed by means of the RSM method for predicting the Ra in the hard milling of JIS SKD61 as follows:


Ra = 0.337 + 0.466 × 10−3 × V + 32.505 × f − 0.604 × a − 0.0211 × H − 9.866 × 10−6 × V2 + 578.333 × f2 − 0.191 × a2 + 0.506 × 10−3 × H2 − 0.0502 × V × f + 0.0092 × V × a − 7.155 × 10−5 × V × H + 7.694 × f × a − 0.977 × f × H + 0.0091 × a × H



(8)







The differences between the predicted and the measured values are specified in Figure 6. It shows that there is a good correlation between experimental and predicted results. Thus, the established model is effectively used for predicting Ra in the hard milling of JIS SKD61 alloy steel with 95% confidence intervals.


Figure 6. The difference between predicted and measured values of Ra.
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4.3. Verification of Model Adequacy


A model adequacy examination is carried out through residual analysis. It is quite necessary to demonstrate that experimental data are found to be in agreement with the predicted results of the constructed model [26]. All residual plots for surface roughness are indicated in Figure 7. The normal probability plot of residuals in Figure 7a reveals that the residuals are displaced approximately in a straight line, showing that the error distribution is normal and the observed results are in consistent agreement with those of predicted results. This finding is also demonstrated by the plot of the residual versus fitted values in Figure 7b, showing that all values fall within a confidence interval with 95%. It also indicates that the variation between observed values and fitted values is very small [27]. Figure 7c represents the histogram of residuals, which is normally distributed. Figure 7d indicates the residuals and observation order, and it shows that the residuals are independent. Generally, the analysis of residuals reveals that the constructed model is suitable for predicting the surface roughness in hard milling of JIS SKD61 steel, with all residuals falling within control limits [27].


Figure 7. Plot of residuals for surface roughness. (a) Normal probability plot of the residuals, (b) residuals versus the fitted values, (c) histogram of the residuals, (d) residuals versus the observation order.
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4.4. Interaction Effect of Factors on Response Surface


To clearly understand the interactive influence of independent variables on the response, the 3D surface plots of the Ra are produced based on Equation (8). These graphs are generated according to the change of two factors while remaining factors are seen as a constant, and it is held in the middle level. All plots for the response surface are shown in Figure 8.


Figure 8. The response surface plot for Ra. (a) Feed rate of 0.02 mm/tooth, material hardness of 45 HRC, (b) cutting speed of 50 m/min, depth of cut of 0.4 mm, (c) cutting speed of 50 m/min, feed rate of 0.02 mm/tooth.



[image: Applsci 06 00172 g008 1024]






Figure 8a indicates the interactive influence of cutting speed (V) and depth of cut (a) on the Ra, for feed rate of 0.02 mm/tooth and material hardness of 45 HRC. This influence is statistically significant (see Table 5). Study of Figure 8a, it shows that the decreasing depth of cut and increasing speed lead to a remarkable decrease in the Ra. This finding is similar to the results achieved by other authors. For instance, Dureja et al. [7] optimized the surface roughness during hard turning of AISI H11 steel with TiN coated mixed ceramic insert by RSM. They concluded that an increase in cutting speed leads to a reduction in the Ra. Çolak et al. [28] predicted the surface roughness in milling process using an evolutionary programming method. They used cutting parameters such as cutting speed, feed and depth of cut to predict the surface roughness. Their results showed that the best surface roughness was always obtained at high cutting speed. This can be explained by the fact that when machining at low speeds, the built-up edge (BUE) is formed on the cutting edge of the tool and will clearly affect the rough surface. However, when the speed is elevated, the BUE breaks away from the cutting edge and hence the machined surface quality becomes better [29]. Moreover, when milling at high cutting speed and low depth of cut, it can cause increased cutting temperatures in the shear zone. This phenomenon will produce a softer workpiece and the chip will be formed easily as a result, so it leads to better surface finish, as reported by Karkalos et al. [30].



Figure 8b specifies the estimated surface roughness in relation to feed rate (f) and material hardness (H), for a cutting speed of 50 m/min and depth of cut of 0.4 mm. From this figure, it can be inferred that the Ra rapidly increases with a corresponding rise in feed rate and material hardness from lower to higher values. It can be explained by the helicoidal movement of tool in machining producing the furrows on machined surfaces. If the feed rate (f) increases in the machining process, the furrows on machined surface will be deeper and broader [31]. Revankar et al. [32] analyzed surface roughness in hard machining of Ti–6Al–4V alloy using PCD (Polycrystalline diamond) tool under different coolant strategies. They concluded that as machining at an increased feed rate, it causes an increase in surface roughness due to less available time to conduct the heat from the machining region, a high material removal rate and an accumulation of chip between the workpiece-cutting tool regions. Hughes et al. [33] analyzed the effect of tool edge preparation on workpiece surface integrity when turning of Ti–6Al–4V alloy. They also indicated that as machining at high feed rate, it results in an increase in surface roughness due to generation of more distinct feed marks.



Figure 8c indicates the influence of depth of cut (a) and material hardness (H) on the Ra, for cutting speed of 50 m/min and feed rate of 0.02 mm/tooth. This plot shows that the surface roughness increases considerably as depth of cut and material hardness increase from lower to higher values. This can be understood that for high material hardness, acceleration of depth of cut provide a chip load which results in an increase in the observable cutting force employed. Several studies have earlier reported that the machined surface quality closely refers to the cutting forces. For instance, Fan and Loftus [34] researched the effect of the cutting forces on machined surfaces. They concluded that the higher cutting forces cause a rougher surface than with the use of smaller cutting forces. Furthermore, Pérez et al. [35] studied the cutting condition for milling of aeronautical alloys. They reported that as machining at high cutting force, it results in chatter vibrations, which leads to an increase in surface roughness. Revankar et al. [32] also revealed that a decrease in the cutting force will lead to a remarkable reduction in the surface roughness as hard turning of Ti–6Al–4V alloy. Colafemina et al. [36] studied the ultra-precision diamond turning of Ti–6Al–4V alloy and developed a relationship between surface roughness and depth of cut. They showed that when machining at low depth of cut, it will result in a drastic reduction in the chatter vibrations.



Compared to the above mentioned researches, our findings also closely agree with the results reported.




4.5. Optimization for Ra


The objective of this research is to find the optimal values of input parameters that minimize Ra when hard milling of JIS SKD61 alloy steel with a coated carbide tool. To solve this problem, the single objective optimization is conducted based on the desirability function. The input parameters, the goals, the limits and the weight are completely listed in Table 6. The results of optimization for the Ra are illustrated in Figure 9 and are also summarized in Table 7.


Figure 9. Single objective optimization plot.
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Table 6. Constrains and goals for single objective optimization.







	
Conditions

	
Goal

	
Lower Limit

	
Target

	
Upper Limit

	
Weight






	
V (m/min)

	
Is in range

	
25

	
-

	
75

	
-




	
f (mm/tooth)

	
Is in range

	
0.01

	
-

	
0.03

	
-




	
a (mm)

	
Is in range

	
0.2

	
-

	
0.6

	
-




	
H (HRC)

	
Is in range

	
40

	
-

	
50

	
-




	
Ra (µm)

	
Minimum

	
0.205

	
0.205

	
0.588

	
1










Table 7. The results of the optimization for responses.







	
Responses

	
Optimum Conditions

	
Predicted Value

	
Experimental Value

	
Error (%)




	
V (m/min)

	
f (mm/tooth)

	
a (mm)

	
H (HRC)






	
Ra (µm)

	
75

	
0.01

	
0.2

	
40

	
0.118

	
0.122

	
3.2








Desirability = 1.








Table 7 shows that the optimized milling parameters for minimizing Ra are cutting speed of 75 m/min, feed rate of 0.01 mm/tooth, depth of cut of 0.2 mm, a material hardness of 40 HRC and an optimized surface roughness value of 0.118 µm. Moreover, the desirability value is 1 as reported in Table 7. It could be reasonably concluded that the desirability function approach is very suitable for optimizing Ra in machining operations.



Once the optimum machining parameters are determined, the validation experiments need to be carried out to verify the accuracy of the obtained model. The valid result, as shown in Table 7, reveals that the obtained surface roughness Ra under the optimized machining parameters (i.e., V = 75 m/min, f = 0.01 mm/tooth, a = 0.2 mm and H = 40 HRC) is 0.122 µm. The percentage error between measured and predicted values of Ra is 3.2%, which is found to be insignificant. Therefore, the RSM method is considered to be suitable for optimization of surface roughness in the hard milling process of JIS SKD61 steel.



A relative comparison was conducted with other authors. Ding et al. [3] optimized the cutting conditions for surface roughness during milling of AISI H13 hardened alloy steel (equivalent to JIS SKD61 steel). They indicated that the depth of cut was the most influential parameter on the surface roughness. Under the optimized cutting conditions, the surface roughness was less than 0.25 µm. Diniz et al. [4] achieved about 0.8 µm surface roughness value in the toroidal milling of hardened SAE H13. Karkalos et al. [30] obtained 0.19 µm surface roughness value when milling Ti–6Al–4V ELI alloy. They reported that the feed rate and depth of cut have the greatest influence on surface roughness. Cui et al. [37] obtained less than 0.3 µm surface roughness when high-speed face milling AISI H13 steel. They also indicated that the two most important factors affecting the surface roughness were the depth of cut and the cutting speed. However, Vivancos et al. [38] showed that the feed rate was the most effective factor among the given factors on surface roughness when high-speed milling of hardened die steel (61–62) HRC, whereas the cutting speed and the depth of cut were insignificant factors under the same parameters.



The present study shows that the two significantly effective factors on the surface roughness are the feed rate and the depth of cut. This finding is similar to the result obtained from Karkalos et al. [30]. The reason for the effect of feed rate on surface roughness is because the helicoidal movement of tool in machining produces the furrows on machined surfaces [31]. The influence of depth of cut on surface roughness could be due to the surface hardening of alloy steel in hard milling [5].



In this study, the obtained surface roughness value is 0.122 µm. Compared to the above mentioned literature, this research yields a better overall surface roughness result. This is due to the fact that the cutting condition parameters in hard milling of JIS SKD61 alloy steel are properly selected based on the chatter stability diagram of machine tool. Therefore, the workpiece surface roughness is significantly improved.



Normally, the grinding process obtains Ra values from 0.025 µm to 6.3 µm [39]. The milled surface roughness value under optimal cutting conditions is 0.122 µm, which shows that grinding can be replaced by finish hard milling in the mold and die industry.





5. Conclusions


This study presented the optimization of the cutting conditions for Ra when hard milling JIS SKD61 alloy steel (40–50) HRC with coated carbide tool based on a combination of the Taguchi technique and RSM method. Based on this work, conclusions were drawn as follows:

	
Through ANOVA, the results indicate that the control factors such as cutting speed, feed rate, depth of cut, and material hardness have a significant effect on Ra at a reliability level of 95%. The most influential factor on Ra among the investigated factors is the feed rate followed by depth of cut, cutting speed and, finally, material hardness.



	
According to the response surface analysis, the predicted result of the model is in reasonable alignment with the observations taken from the experiments. Thus, the established model can be utilized to estimate the Ra in the hard milling of JIS SKD61 steel with a 95% confidence interval within the range of machining conditions investigated.



	
The optimized cutting parameters for Ra are a cutting speed of 75 m/min, a feed rate of 0.01 mm/tooth, a depth of cut of 0.2 mm, and material hardness of 40 HRC, with predicted Ra of 0.118 µm.



	
The percentage error between the experimental and predicted values of the minimum Ra is 3.2%, and is found to be insignificant.



	
The milled surface roughness under the optimized machining parameters is 0.122 µm, which can be justified by the fact that the finish hard milling is able to replace the finish grinding in the mold and die manufacturing industry.
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