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Abstract

Al chatbots have the potential to facilitate students’ academic progress and enhance
knowledge accessibility in higher education, yet learners’ attitudes toward these technol-
ogies vary amid Al-driven disruptions, with factors influencing acceptance remaining de-
bated. The current study constructs an integrated model based on Technology Acceptance
Model 3 (TAM3), an extension of the original TAM, incorporating factors including Self-
Efficacy, Perceived Enjoyment, Anxiety, Perceived Ease of Use, Perceived Usefulness,
Output Quality, Social Influence, and Behavioral Intention, to explore determinants and
mechanisms influencing learners’ acceptance of Al chatbots. This addresses key chal-
lenges in Al-augmented learning, such as personalization benefits versus risks like infor-
mation inaccuracy and ethical concerns. Results from the questionnaire survey analysis
with 265 valid responses reveal significant relationships: (1) self-efficacy significantly pre-
dicts perceived ease of use; (2) both perceived enjoyment and perceived ease of use posi-
tively influence perceived usefulness; and (3) self-efficacy, perceived usefulness, and so-
cial influence collectively exert significant effects on behavioral intention. Measurement
invariance tests further indicate significant differences in acceptance between undergrad-
uate and graduate students, suggesting academic level moderates behavioral intentions.
Findings offer principled guidance for designing inclusive Al tools that mitigate accessi-
bility barriers and promote equitable adoption in educational environments.

Keywords: technology acceptance model; artificial intelligence; chatbots;
higher education; knowledge accessibility; Al disruption

1. Introduction

In recent years, the surge in computing power has driven the application and devel-
opment of artificial intelligence technology in the field of education [1], mainly including
personalized tutoring, homework help, concept learning, standardized test preparation,
discussion and collaboration, and mental health support [2]. Existing literature empha-
sizes its ability to significantly enhance emotional communication in the learning process,
providing a more personalized learning experience for each student [3]. Al chatbot is an
automated conversational system capable of interacting with humans using natural lan-
guage. Functioning as a virtual personal assistant, it provides support for various tasks
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[4]. AI chatbots can meet students’ needs for academic consultation [5], and improve com-
munication efficiency by responding to inquiries 24/7, overcoming human limitations [6],
Al chatbots support students in using their native language for communication, providing
sufficient inclusivity [7]. Al-driven chatbots can use predictive technology to provide early
intervention support for students at risk or in rebellious periods [8]. Although AI chatbots
may have multiple positive impacts on learners, their current acceptance rate remains rel-
atively low. The key factors influencing learners” adoption of Al chatbots and their under-
lying relationships remain unclear.

Davis proposed the Technology Acceptance Model (TAM) to evaluate technology
adoption in organizational settings [9]. Sanchez-Prieto et al. used TAM to study students’
acceptance of Al-based assessment tools [10]. In another study, Gupta applied TAM to
investigate the determinants of teachers’ adoption of emerging technologies like Al in
teaching [11]. Venkatesh and Bala made improvements on the basis of the TAM2 model.
They added two composite variables: personal differences and system characteristics, and
proposed the TAM3 model, which is more comprehensive and applicable. Their theoreti-
cal advancement posits that these two variables play significant roles in shaping individ-
uals’ acceptance and usage of information technology systems [12]. Lin et al. used the
TAM3 model to study the factors influencing students” acceptance and use of handheld
technology for digitizing MOOCs [13]. Kim et al. focused on the perceived ease of com-
munication and perceived usefulness in the TAM to determine students’ perceptions of
Al teaching assistants [14].

Some studies have extended TAM to investigate students’ perceptions of educational
tools. Shamsi et al. expanded TAM by incorporating constructs such as subjective norms,
enjoyment, facilitating conditions, trust, and security to explore how students utilize Al-
driven conversational agents for learning [15]. Ragheb et al. combined UTAUT with the
social influence construct to study students’ acceptance of chatbot technology [16].
Bilquise integrated TAM, the service robot acceptance (SRAM) model, and the self-deter-
mination theory (SDT) model to understand UAE students” acceptance of academic advi-
sory chatbots [17]. It can be seen from the existing literature that as users” expectations of
technology have evolved, the TAM lacks the ability to provide deeper insights into be-
havioral intentions in educational contexts. Therefore, it is crucial to gain a more compre-
hensive understanding of users” acceptance of intelligent chatbots by introducing external
factors such as social influence.

This study is based on the TAM3 model by incorporating external factors such as
social influence, while discarding elements from the original model, including job rele-
vance, result demonstrability, perceptions of external control, computer playfulness, and
objective usability, as these factors are less directly related to students’ immediate learning
experiences and needs in an educational context. This study focuses on analyzing the im-
pact of eight main factors on students’ behavioral intentions to use Al chatbots: Perceived
Ease of Use (PEOU), Perceived Usefulness (PU), Self-Efficacy (AISE), Anxiety (AIA), Per-
ceived Enjoyment (PE), Output Quality (OQ), Social Influence (SI), and Behavioral Inten-
tion (BI). These factors were selected to understand students’ beliefs and expectations re-
garding the acceptance of Al chatbots. Additionally, the moderating effect of education
level in the TAM has been demonstrated in numerous previous studies on behavioral in-
tention influences. Qaid et al. found that education level affects university lecturers’ atti-
tudes towards using e-government services [18].

Integrating chatbots into educational environments has the potential to create more
efficient learning environments [19]. Al tools can provide students with timely feedback
anytime and anywhere, potentially increasing student success rates and engagement, es-
pecially among students from disadvantaged backgrounds [20]. In terms of homework
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and learning assistance, Al chatbots can offer detailed feedback and suggestions on stu-
dent assignments [21]. For example, ChatGPT can serve as a useful learning companion,
providing step-by-step solutions and guiding students through complex homework prob-
lems [22]. ChatGPT can write essays at a level similar to a third-year medical student [23].
In personalized learning, Al chatbots can provide students with personalized guidance,
accurately identifying learning blind spots and enhancing learning outcomes [24], to meet
each student’s unique needs, helping them learn difficult concepts and improve their un-
derstanding [25]. Khan et al. studied the impact of ChatGPT on medical education and
clinical management, emphasizing its ability to provide students with tailored learning
opportunities [26]. The interactive and conversational nature of ChatGPT can increase stu-
dent engagement and motivation, making learning more enjoyable and personalized [27].
In terms of skill development, Al chatbots can help students improve their writing skills
by offering syntax and grammar correction suggestions [28], fostering problem-solving
abilities [29].

However, integrating Al chatbots into student education also presents challenges.
First, information reliability and accuracy, Al chatbots may provide biased or inaccurate
information [27], potentially misleading students and hindering their learning progress.
Especially in the field of medical education, ensuring the reliability and accuracy of infor-
mation provided by chatbots is crucial [26]. Moreover, biased training data can lead chat-
bots to echo distortions, stereotypes, or discriminatory advice. Second, Al chatbots chal-
lenge academic integrity, educators may find it difficult to determine whether students’
answers are original or Al-generated, thereby affecting the accuracy of rating and feed-
back. This raises concerns about academic integrity and fair assessment practices [30].
Third, in terms of social relationships, unlike human teachers, Al chatbots lack the ability
to sense emotions and provide real-time emotional support [24]. Finally, ethical concerns
arise, particularly around data privacy, security, and accountability. Since Al chatbots
gather student data during interactions, strong safeguards are necessary. In medical edu-
cation, it typically includes patient confidentiality and ethical considerations, making the
ethical and proper use of chatbots significant [31].

In summary, applying Al chatbots in the education field can provide students with
personalized study assistance and improve educators’ efficiency. However, the public has
growing concerns about the accuracy of information, academic integrity, and ethical con-
siderations. Therefore, striking a balance between these advantages and challenges is cru-
cial for integrating Al chatbots into education responsibly.

This study conducts an extensive review of the literature on the current state of Al
chatbots, the application of the Technology Acceptance Model (TAM) in education, and
the benefits and challenges of integrating Al chatbots into student learning. It further pro-
poses to employ Structural Equation Modeling (SEM) to analyze key factors influencing
Chinese university students’ acceptance of educational chatbots based on an extended
TAM framework.

2. Materials and Methods
2.1. Research Model Construction

In this section, the main research questions and hypotheses are presented. First, two
primary research questions are proposed, and through a review of relevant literature, the
factors influencing the acceptance of educational chatbots are identified. Subsequently,
we formulate hypotheses regarding the relationships between the three primary factors
and other variables, thereby constructing a Technology Acceptance Model 3 (TAM3) for
educational chatbots.

This study is based on the TAM3 model [12], including variables such as Al self-
efficacy (AISE), perceived enjoyment (PE), Al anxiety (AIA), perceived ease of use
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(PEOU), perceived usefulness (PU), output quality (OQ), social influence (SI), and behav-
ioral intention (BI). The study has two main research questions:

e  What factors determine Al chatbot acceptance among Chinese higher education stu-
dents?
e What role does the level of education play in the acceptance of Al chatbots?

A comprehensive literature review indicates that the PEOU of Al chatbots is influ-
enced by three factors: AISE, AIA, and PE. PEOU reflects an individual’s view on the ease
of using a new technology [32]. AISE refers to people’s judgments of their ability to or-
ganize and execute the actions required to achieve a specified type of performance. It is
not concerned with the skills a person has, but with their judgment of what they can do
with the skills they possess [33]. PE captures the degree to which using a technology is
enjoyable, independent of consequences [34]. Previous research indicate that AISE [35]
and PE [36] positively influence PEOU, while AIA negatively affects it [37]. Therefore, the
study proposes the following three hypotheses:

H1. SE demonstrated a significant positive prediction on PEOU.
H2. AIA showed a significant negative correlation with PEOU.
H3. PE positively predicted PEOU at statistically significant levels.

PU is another key driver affecting user performance [38]. According to previous re-
search, PE [36], OQ [39] and PEOU [40,41] have a positive impact on the PU of Al chatbots.
Therefore, the study proposes the following hypotheses:

H4. PE exhibited a significant positive predictive effect on PU.
H5. OQ demonstrated significant and positive prediction on PU.
He6. PEOU demonstrated a significant positive prediction on PU.

Bl is positively influenced by AISE [35]. PU and PEOU are two important predictors
of BI [42]. Dwivedi suggested improving the PEOU of the system to enhance users’ BI [43],
and Chocarro et al. found that the PU of chatbots positively affects teachers’ BI of using
technology [44]. In addition, studies have shown that SI has a positive impact on students’
BI to use chatbots for teaching [16]. Therefore, we propose the following hypotheses:

H?7. SE exhibited a significant positive predictive effect on Bl.

H8. PEOU demonstrated significant and positive prediction on BI.
H9. PU demonstrated significant and positive prediction on BI.
H10. SI exhibited a significant positive predictive effect on BI.

The model we proposed is shown in Figure 1.
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Figure 1. Technology Acceptance Model 3 based Research model with hypotheses.

2.2. Methods

A description of the methods employed for data collection and analysis, along with
the validation of the proposed theoretical model is presented subsequently. We used a
quantitative research method to design a questionnaire and scales to collect relevant data.
The study comprehensively describes various aspects, including participant de-
mographics, selection of measurement instruments, data collection procedures, and ana-
lytical methods applied. Finally, the discriminant validity of the measurement model is
examined.

2.2.1. Participants and Data Collection

The study employs a convenience sampling method, which is a non-probability sam-
pling technique suitable for researching specific groups of people. It is often adopted due
to its cost-effectiveness, as it requires fewer resources. The target population is the stu-
dents currently receiving higher education, and the purpose is to understand their views
and willingness regarding the use of Al chatbots in study. Students were recruited to par-
ticipate in the study by completing an online questionnaire via the Wenjuanxing platform
(https://www.wjx.cn/). Participants were recruited from institutions spanning 25 Chinese
provinces and representing over 30 academic disciplines. Among the 348 respondents,
valid data was collected from 265 respondents (76.15% of the total respondents). Invalid
questionnaires were excluded based on the following criteria: First, responses with a com-
pletion time of less than 100 s; Second, responses with contradictory answers to reverse
logic questions; Finally, responses where the experience with Al chatbots was selected as
“completely unfamiliar. “ Hair recommends 5 to 10 observations per question [45], thus,
the 265 valid datasets are deemed sufficient to meet the sample requirements of this study.
Table 1 presents the demographic characteristics of the participants. All participants pro-
vided written informed consent prior to the study. The research protocol was approved
by the Academic Ethics Review Committee of Guangdong University of Technology.

Table 1. Demographic characteristics of students (N = 265).

Item Number Percentage (%)
Gender Male 103 38.87%
Female 162 61.13%
. Undergraduate 114 43.02%
Education Level Masters and PhD 151 56.98%

Major Natural sciences 89 33.58%
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Humanities and social sciences 176 66.42%

. Within the last 6 months 175 66.04%
U:)r;gts: Qi:ﬁ:ﬁm 6-12 months ago 52 19.62%
More than one year ago 38 14.34%

Hardly ever 7 2.64%

Experience with Artifi- Alittle blt . ’ 3.40%
. . General familiarity 52 19.62%
cial Intel{tl)gence Chat- More familiar 119 44.91%
ots Approaching proficiency 59 22.26%
Proficiency 19 7.17%

Information Search 212 80.00%

Text Writing 205 77.36%

Common Functions Syntax checking 75 28.30%
(multiple choice) Debugging Code 58 21.89%
Language Translation 128 48.30%

Interactive dialog 117 44.15%

Asindicated in Table 1, there were 265 effective responses from the participants, with
38.87% being male and 61.13% being female. The majority of the respondents were grad-
uate or doctoral students (56.98%), and students of humanities and social sciences domi-
nated (66.42%). In addition, all respondents had experience with using AI chatbots,
93.96% of them were generally familiar or more with AI chatbots. Most of them (85.66%)
had their first encounter with AI chatbots within the past year, commonly using them for
information retrieval (80.00%), text writing (77.36%), language translation (48.30%), and
interactive dialog (44.15%).

2.2.2. Measurement Tool

This study was conducted in the spring of 2024. In the preliminary research, the study
designed a two-part questionnaire. The first section includes demographic information
such as gender, education level, and major. The second part is adapted from existing es-
tablished scale items and structures, including eight variables: PU, PEOU, AISE, AIA, PE,
0OQ, 51, and BI. A pilot study was conducted with 36 respondents to test the medium of
the questionnaire’s altered items, the clarity of language expression, and the reliability
and validity, with secondary modifications made to items with low reliability and valid-
ity. Table 2 introduces these structures, their sources, and corresponding items. Empirical
research by authoritative scholars in the field of structural equation modeling has indi-
cated that large-scale scales are superior to small-scale scales in terms of reliability and
validity [46,47]. Therefore, this study’s questionnaire adopts a seven-point Likert scale,
with values ranging from (strongly disagree = 1) to (strongly agree =7).

Table 2. Questionnaire.

Construct

Item Source

PU

1.1 find Al chatbots to be useful.
2. Al chatbots help me with my study tasks. [48-50]
3. Using Al chatbots has improved my learning.

PEOU

1. Talking to Al chatbots is an easy thing to learn.
2. I quickly became proficient with the Al chatbots. [50,51]
3. It was pretty easy for me to interact and chat with Al chatbots.

AISE

1. Even if I haven’t used one, I still believe it’s possible to use AI chatbots well.

2.1 can use Al chatbots well even if I don’t have someone to teach me. [50,52]
3.1 am capable of using Al chatbots well.
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1. Using Al chatbots terrifies me.

ATA 2. Using Al chatbots confuses me. [53,54]

3. I'm not sure that Al chatbots will meet my learning needs, so it’s a little disconcerting.
1. Interacting with AI chatbots makes me happy.

PE 50
2. The process of learning and using Al chatbots is fun. [50]
1. The information provided by Al chatbots is accurate.
00 2. The responses from Al chatbots are credible. [32,39,55,56]

3. T have no problem with the quality of information provided by Al chatbots.
4.1 am satisfied with the responses from Al chatbots.
1. People I care about want me to use Al
SI 2. People who are important to me want me to use Al chatbots. [57-60]
3. People who influence my behavior want me to use Al chatbots.
1.1 plan to use Al chatbots as my usual study tool.

BI 2.1 plan to use Al chatbots to assist me in my work or study in the future as well. [50,59,61]
3. Ilike to study with the help of Al chatbots.

2.2.3. Data Analysis

This study validated the construction of the conceptual model with SPSS (version
27.0.1.0), assessing its internal consistency, reliability, convergent validity, and discrimi-
nant validity. Additionally, the causal model was evaluated using maximum likelihood
estimation. The model completed confirmatory factor analysis (CFA) using AMOS 28 soft-
ware to test the validity and reliability of the latent structure, and structural equation
modeling (SEM) was used to assess causal relationships [62]. Through chi-square fit index
tests, we evaluated model fit, comparative fit index (CFI), Tucker-Lewis index (TLI), in-
cremental fit index (IFI), root mean square error of approximation (RMSEA), and stand-
ardized root mean square residual (SRMR). X?/df was used because X? is highly sensitive
to sample size. In addition, measurement invariance was conducted using AMOS 28 soft-
ware [63]. The consistency of measurement weights, structural covariances, and measure-
ment residuals was tested [64], with the model’s rigor progressively enhanced, and the
invariance of the model was assessed using p-values. If the p-value is less than 0.05, the
null hypothesis is rejected, which indicates a significant difference in fit between nested
models [65].

2.2.4. Measurement Model Analysis

The scale used in this study was adapted from established scales, which consist of 8
variables with a total of 24 items. It has reached 64.813% of total variance, exceeding the
recommended standard of 60% [45]. As shown in Table 3, the internal consistency of each
variable was determined by Cronbach’s alpha and ranged from 0.719 to 0.878. Factor load-
ings above 0.50 indicate reliable measurement validity [45]. The factor loadings for all
items ranged between 0.604 and 0.911, meeting the threshold set by Hair et al.

Table 3. Data concerning the indicators of confidence and convergent validity used in this research.

Construct  Item Factor Loading Cronbach’s Alpha CR AVE
PU1 0.604

PU PU2 0.794 0.775 0.782 0.549
PU3 0.796
PEOU1 0.761

PEOU  PEOU2 0.853 0.825 0.829 0.619
PEOU3 0.741

AISE AISE1 0.604 0.741 0.746 0.498
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AISE2 0.715
AISE3 0.779
AIA1 0.664

AIA AIA2 0.835 0.742 0.752 0.507
AIA3 0.621
PE1 0.708

PE PE? 0.783 0.719 0.722 0.565
0Q1 0.82
0Q2 0.812

0oQ 03 0.712 0.855 0.856 0.598
0Q4 0.744
SI1 0.831

SI SI2 0.911 0.878 0.879 0.709
SI3 0.779

BI BI1 0.794 0.829 0.833 0.624

According to the standards set by Fornell et al., ideally, the AVE should exceed 0.5,
and 0.36-0.5 is acceptable [66]. As shown in Table 3, except for the AVE of AISE being
0.498, the AVE values of all other items have reached the ideal situation. Structural relia-
bility is demonstrated through the measurement of composite reliability (CR). The CR
values of all factors are higher than the required threshold of 0.7 [67], ranging from 0.719
to 0.879, indicating that the scale items are internally consistent. Structural validity is de-
termined using convergent validity and discriminant validity measures. Convergent va-
lidity ensures that the items as structural indicators are associated with each item and
consistently measure the same structure.

The correlation between the structure and the square root of AVE is shown in Table
4, which verifies the discriminant validity of the latent variables. The values of the diago-
nal elements of the matrix should be greater than those of the non-diagonal rows and
columns [66]. The data show that the square root of AVE for each structure is higher than
the correlation coefficients between other variables. For the AISE-PEOU structure, further
validation using the Heterotrait-Monotrait (HTMT) ratio is required to assess discrimi-
nant validity.

Table 4. Discriminant validity for the model.

Construct PU PEOU  AISE AIA PE 0Q SI BI
PU 0.741
PEOU 0.41 0.787
AISE 0366  0.593 0.706

AIA -0.273 -0351 0319 0.712
PE 0425 0373 0336  -0.298 0.752
0oQ 0322  0.336 0.29 -0.209 0.481 0.773
SI 0264 0.138 0.14 -0.105 0.326 0.407  0.842
BI 0592 0314 0317  -0.302 0.471 0364 0426 0.79

The results of the Heterotrait-Monotrait Ratio (HTMT) are presented in Table 5. Typ-
ically, an HTMT value below 0.85 indicates adequate discriminant validity between two
constructs. Analysis demonstrates all HTMT values fall below 0.85, confirming clear con-
ceptual differentiation among constructs and robust discriminant validity in the research
data. Specifically, the AISE-PEOU construct pair yields an HTMT of 0.761, resolving pre-
vious concerns regarding overlap raised by the Fornell-Larcker test. Critically, this vali-
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dates their distinctiveness despite the limitations of the prior approach. Overall, the dis-
criminant validity of the measurement model can be accepted and supports the discrimi-
nant validity between constructs.

Table 5. HTMT (Heterogeneity-Monotonicity Ratio) result.

Construct PU PEOU AISE ATA PE 0Q SI BI
PU -
PEOU 0.515 -
AISE 0.491 0.761 -
AIA 0.361 0.45 0.44 -

PE 0.568 0.487 0.464 0.406 -
0Q 0.397 0.402 0.361 0.269 0.617 -
SI 0.313 0.163 0.179 0.128 0.409 0.471 -
BI 0.731 0.379 0416 0.381 0.602 0.427 0.494 -
3. Results

The SEM results and the standardized path coefficients of the research model are re-
ported first. Then, the measurement invariance testing procedure and interpret the find-
ings are presented.

3.1. Structural Model Analysis

As shown in Table 6, the goodness-of-fit indices for the SEM are quite good, with
CMID =404.631, DF =232, CMID/DF =1.744, TLI=0.93, CFI=0.941, RMSEA =0.053, SRMR
=0.0528, IFI = 0.942, PGFI = 0.685, PNFI = 0.734. Next, in Table 7 and Figure 2, we report
the standardized path coefficients of the proposed research model and its results. Among
the 10 hypotheses tested, 6 were confirmed. The path coefficients for the 6 supported hy-
potheses ranged from 0.267 to 0.678, with the smallest path coefficient being from AISE to
BI (p-value = 0.025) and the most significant path coefficient being from AISE to PEOU (p-
value = 0.000). Additionally, the paths from AIA to PEOU (path coefficient = -0.105, p-
value = 0.146), PE to PEOU (path coefficient = 0.106, p-value = 0.158), OQ to PE (path coef-
ficient = 0.031, p-value = 0.739), and PEOU to BI (path coefficient = -0.197, p-value = 0.099)
were not statistically significant. Therefore, H2, H3, H5, and H8 were rejected. Finally, R?
indicates that AIA, AISE, and PE explain 62.5% of the variance in PEOU; PE, OQ, and
PEOU explain 44.4% of the variance in PU; and AISE, PEOU, PE, and SI explain 64.4% of
the variance in BL

Table 6. Test results of SEM fit indices.

Fit Indices Model Index Values Level of Fit Criteria Sources of Criteria
CMID 404.631
DF 232
CMID/DF 1.744 Good <3 [68]
TLI 0.93 Good >0.9 [69]
CFI 0.941 Good >0.9 [70]
RMSEA 0.053 Good <0.08
SRMR 0.0528 Good <0.08 [69]
IFI 0.942 Good >0.9 [71]
PGFI 0.685 Good >0.5 [72,73]

PNFI 0.734 Good >0.5
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Table 7. Hypothesis testing of the overall model.
Path Coefficient p Results R2
H1: AISE->PEOU 0.678 *** <0.001 Supported
H2: AIA->PEOU -0.105 0.146 Not Supported 0.625
H3: PE->PEOU 0.106 0.158 Not Supported
H4: PE->PU 0.469 *** <0.001 Supported
H5: 0Q->PU 0.031 0.739 Not Supported 0.444
Hé6: PEOU->PU 0.278 *** <0.001 Supported
H7: AISE->BI 0.267 * 0.025 Supported
H8: PEOU->BI -0.197 0.099 Not Supported 0.644
H9: PU->BI 0.635 *** <0.001 Supported
H10: SI->BI 0.287 *** <0.001 Supported

Coefficient = standardized coefficient; *** p < 0.001; * p < 0.05.

Society Influence
(8D

Al Self-Efficacy H7:0267+
(AISE)
Hl:0678%*
Al Anxiety | ] H2:-0.105 | Perceived Ease of Use
(AIA) ’ (PEOU)
______________ H8:-0197 <
Perceived Enjoyment H6:0278m Tt Behavioral Intention
(PE) (BI)
! H9:0.635%++ 7y
Output Quality Perceived Usefulness
(0Q) (PU)

H10:0.287++

Figure 2. Hypothesis testing of the overall model. The dashed line indicates the lack of signifi-
cance; *** p <0.001; * p < 0.05.

3.2. Measurement Invariance Test

Before conducting invariance measurement, the initial measurement model needs to
be split into two datasets [71]. In this study, one dataset consists of undergraduates (n =
114), and the other dataset consists of graduate students (n = 151). Since the measurement
model is replicable in each sample, we conducted a hierarchical test of measurement in-
variance, including measurement weights, structural covariances, and measurement re-
siduals (Table 8), with gradually stricter constraints to identify the invariance of measure-
ment parameters across educational levels. The initial model tested was the baseline
model, with no constraints applied, to subsequently test increasingly restrictive nested
models. This least restrictive model showed good data fit, with the same items measuring
the same structure for both undergraduates and graduate students. Next, metric invari-
ance was tested by constraining the factor loadings to be equal. The invariance of factor
loadings is considered the minimum acceptable criterion for measurement invariance [74].
As shown in Table 9, the p-value between the two models was 0.0077, which is less than
the threshold of 0.05, indicating that the models are statistically significant and that the
factor loadings differ across educational levels. However, both | ACFII and |ATLI| were
less than 0.01, indicating that the core measurement structure remained fundamentally
consistent across different educational level groups, meeting the minimum criterion for



Appl. Sci. 2025, 15, 10603

11 of 19

metric invariance and justifying cross-group comparisons. In terms of precision and the-
oretical rigor, differences between the two models exist. Subsequently, we constrained the
structural covariances to be equal and found no statistically significant differences be-
tween them, which implies that education level did not alter the intrinsic relationships
among latent variables. Finally, we constrained the measurement residuals to be equal
across samples of different educational levels. The results showed that the p-value was
close to 0, |ACFII = 0.027, |ATLII = 0.022, indicating that the strictly constrained model
did not pass the invariance test. The study reveals differences in responses to specific ob-
served variables among groups with different educational backgrounds, which may re-
flect the influence of education level on the depth of technological cognition, preferences
for usage scenarios, or individual differences. This differential analysis based on measure-
ment invariance testing further ensures the scientific validity of previous research conclu-
sions and helps avoid measurement bias. Moreover, it provides a theoretical basis for the
design of chatbots in the education field.

Table 8. Multi-Cohort Analysis Adaptation Table (undergraduate and master’s degree students).

Model CMIN DF CMIN/DF CFI TLI RMSEA
Unconstrained 756.447 464 1.63 0.902 0.884 0.049
Measurement weights ~ 789.294 480 1.644 0.897 0.881 0.049
Structural covariances  815.551 505 1.615 0.896 0.886 0.048
Measurement residuals 923.851 532 1.737 0.869 0.864 0.053

Table 9. Measurement invariance test form (undergraduate and master’s degree students).

Model ACMIN ADF p ACFI ATLI
Measurement weights 32.847 16 0.007742845 -0.005 -0.003
Structural covariances 26.257 25 0.393987273 -0.001 0.005

Measurement residuals 108.3 27 1.0736 x 1011 -0.027 -0.022

4. Discussion

Generative large models are deeply integrated across various fields, yet their impact
on students at different educational levels and the factors influencing their acceptance re-
main unclear. This study constructs a research model using selected variables from the
TAM3 model, ultimately determining that undergraduate and graduate students exhibit
different levels of acceptance toward educational Al chatbots, indicating that educational
level significantly influences students’ willingness to use educational Al chatbots. The
study tested the model with survey data from China. Results supported more than half of
the hypotheses, while four hypotheses were not supported. The discussion will separately
address each hypothesis.

4.1. Supported Hypothesis
e AISE —» PEOU

Research shows that AISE [35] may enhance users’ confidence in chatbots, making
them perceive the tool as easier to use. This relationship also applies to educational Al
chatbots, where students’ confidence in technology may reduce usage barriers. The tech-
nical AISE of the students directly influences their judgment of the PEOU of Al chatbots.
In higher education settings, students generally have more experience with Al tools, and
their familiarity with Al technology lowers the operational threshold.

e PE—-PU
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PE [36] may enhance users’ PU of Al chatbots through positive experience. The en-
joyment and interactivity of Al educational chatbots could increase students” recognition
of the tool’s value. A pleasant learning experience could make students more likely to
believe that Al tools can improve their learning efficiency.

e PEOU-PU

Previous studies have mentioned that PEOU [40,41] has a positive effect on PU. In
educational settings, when students perceive Al chatbots as having good PEOU, they tend
to perceive them as useful. This relationship is central to the TAM. When Al chatbots serve
as educational tools, PEOU may often be directly equated with usefulness. This conclu-
sion accords with the logical chain of the classic TAM, indicating that operational conven-
ience directly influences students’ judgment of a tool’s utility. For example, ChatGPT’s
natural language interaction reduces learning costs, and the efficiency gains from PEOU
can directly translate into increased usefulness.

e AISE — BI

BI is positively influenced by AISE [35], meaning that confident students are more
likely to have the willingness to use AI chatbots. They may perceive Al tools as enhancing
their capabilities rather than diminishing their thinking abilities, further increasing their
readiness to adopt new technologies with the aid of Al tools, reflecting the pathway of
“confidence driving BI.” High AISE may lower the psychological threshold for technology
use, directly encouraging BI.

e PU—-BI

Chocarro et al. found that the PU of chatbots has a certain advantage in teachers’
intention to use technology [44]. Similar results were observed in this study: if students
perceive the usefulness of Al chatbots, they may be more inclined to autonomously use
Al to learn knowledge that is typically difficult to grasp, effectively enhancing their self-
motivation and positively influencing BI.

e SI—BI

Research has shown that SI has a positive impact on students’ BI to use chatbots for
teaching [16]. In higher education settings, social pressure factors such as teacher-student
interaction, peer recommendations, and academic stress significantly influence individual
decision-making. Moreover, Chinese society exhibits a positive attitude towards techno-
logical development, and people are more willing to learn and use Al tools rather than
resist them. Especially the higher education students, who are more inclined to use Al
tools to enhance their competitiveness.

Based on the verified hypotheses, it can be concluded that more confident students
in higher education show greater BI to use Al chatbots to enhance their abilities. Develop-
ers of Al educational chatbots should enhance AISE feedback and convenience in their
interaction designs, such as incorporating gamification and personalization while simpli-
fying the interface. These designs will collectively, directly or indirectly, strengthen stu-
dents’ BI to use Al educational chatbots. It is crucial to create a favorable social environ-
ment and regulatory framework for Al technology as well. Additionally, establishing
shareable social networks within educational Al chatbot designs will help increase stu-
dents” intention to use them. Integrating the above design principles may facilitate the
establishment of a virtuous cycle of “AISE-BI-AISE,” enhancing students’” self-motivation
and promoting exploratory learning.

4.2. Unverified Hypothesis
e AJA —PEOU
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Previous studies have suggested that AIA has a negative impact on PEOU [37], but
this study contradicts this finding. A possible reason is that students are highly familiar
with Al tools, with 93.96% of students reporting their experience as “generally familiar”
or above. This may be the main reason why AIA did not significantly affect PEOU. Fur-
thermore, current Al chatbots generally apply user-friendly interactive designs with
timely feedback, which could also reduce students” AIA. Furthermore, higher education
students, the study’s focus, whose AIA levels toward new technologies are generally
lower than those of the general population.

e PE—PEOU

The findings did not support a positive correlation between PE [36] and PEOU. A
possible reason is that in higher education settings, students may prioritize the practicality
of Al tools, making the impact of PE on PU relatively minor. Additionally, in terms of
experimental measurement, the questionnaire item “Interacting with AI chatbots makes
me happy” may not adequately capture the aspect of learning enjoyment in an educa-
tional context.

e OQ-—-PU

This study does not support the conclusion regarding OQ [39] from previous re-
search, possibly due to differing evaluation standards among students for OQ. The meas-
urement items of OQ in questionnaire design focus more on universality rather than ed-
ucational context specificity, which is closely related to this conclusion. Additionally, Al
products in 2024 generally exist at a high hallucination rate (e.g., ChatGPT 3.5, OpenAl
03, ERNIE Bot), potentially affecting experimental result reliability.

e PEOU — BI

Dwivedi et al. suggested improving the system’s PEOU to enhance users’ willingness
to use it [43]. However, this study contradicts this finding, possibly because PE is more
dominant, and PEOU affects intention through mediating effects. The study’s participants
placed greater importance on PEOU, as evidenced by the non-significant PEOU — BI path
(B =-0.197, p = 0.099), which contradicts core assumptions of TAM3. This may reflect the
unique characteristics of educational Al applications: students appear to prioritize PU
over PEOU. For instance, compared to traditional interactive software, Al products like
ChatGPT demonstrate inherently high PEOU, requiring minimal training for effective use.
However, this conclusion warrants further validation through cross-cultural samples.

Among the unsupported hypotheses, the three paths related to PEOU—H2, H3, and
H8—were not supported. One possible explanation is that the current development of
large Al models is in a state of intense competition. Higher education students frequently
employ various Al-assisted learning tools, which feature user-friendly interactions and
fast feedback. Their PEOU significantly surpasses that of ordinary search and auxiliary
tools, yet the differences among various Al tools are minimal. Students have clear psycho-
logical expectations regarding Al-generated results, all of which greatly reduce their sen-
sitivity to PEOU. Compared to PEOU, the high hallucination rate of Al in 2024 (e.g.,
ChatGPT 3.5, OpenAl 03, ERNIE Bot 3.5) remains a more serious issue, making PU a
greater focus for higher education students.

This study focuses on the field of educational chatbots, employing the Technology
Acceptance Model to explore factors influencing students” intention to use educational
chatbots and constructing a chatbot product acceptance model for higher education stu-
dents. Based on empirical data, this theoretical model establishes a practical framework
for educational Al chatbots, offering insights for implementation in higher education. It
provides an innovative theoretical reference for the development of Al in higher educa-
tion. In future research, the model can be translated into targeted design principles to
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guide the interface and functional design of educational chatbots, offering practical appli-
cation value.

4.3. Theoretical Innovations

This study has made several innovative contributions at the theoretical level. First,
although AI chatbots are widely applied in the educational field, research on the ac-
ceptance of Al tools with different forms and interaction methods among higher educa-
tion students across varying educational levels remains insufficient. This study focuses on
higher education students, providing an in-depth exploration of their acceptance of edu-
cational Al chatbots. Second, the results of this study support most hypotheses related to
the TAM3 model under the given research conditions, offering theoretical references for
the design and application of educational Al chatbots. Furthermore, this study incorpo-
rates educational level as a research variable. Through measurement invariance testing, it
demonstrates that educational level exerts a moderating effect on higher education stu-
dents’ acceptance of Al chatbots. Differences in educational levels indirectly influence stu-
dents’ BI toward educational Al chatbots.

4.4. Practical Application Potential

This work has significant practical value in Al-driven scenarios: First, Hierarchical
Design for Different Educational Levels: Students at different educational levels exhibit
significantly varying Bl in educational Al chatbots. Design considerations should address
undergraduates’ search needs and graduate students’ research requirements. For exam-
ple, undergraduates may prioritize ease of use and interface friendliness, so providing a
pleasant user experience (e.g., scaffolded teaching support) can enhance their BI to adopt
the technology. Graduate students may focus more on answer depth and OQ, so deliver-
ing precise and in-depth responses can foster their trust in educational Al chatbots. Sec-
ond, Gamification Design for Al Chatbots: Based on research findings, enhancing PE,
PEOU, and SI in educational Al chatbots can directly or indirectly increase students’ BI.
Gamification design is recommended, including incorporating reward mechanisms,
points, levels, leaderboards, and community-based social features. Showcasing usage ex-
periences from peers and experts can further improve students’” PU and acceptance. Fur-
thermore, Personalized Learning Support: Chatbots should provide personalized learning
recommendations based on students’ knowledge levels, learning speeds, and preferences
[75]. Such recommendations can be realized by analyzing students’ behavior patterns and
usage history through algorithms, ensuring a tailored experience for each student and
providing them with maximum satisfaction.

4.5. Limitations of the Current Study

The limitations have to be described in multi-folds. First, due to the rapid develop-
ment of artificial intelligence technology, especially the emergence of DeepSeek V3/R1
earlier this year, the experimental data collected and analyzed last year reflects user be-
havior concerning specific AI models prevalent during the data collection period (e.g.,
ChatGPT 3.5, OpenAl 03, ERNIE Bot). While Al technology develops rapidly, the patterns
of human-Al interaction and adoption captured at this specific historical juncture retain
theoretical and practical relevance. However, the target users of this study are current
Chinese higher education students, it also provides a theoretical foundation for the devel-
opment of customized Al chatbots in the higher education industry. Second, the total sam-
ple size of the questionnaire is relatively small, and 66.42% of the respondents are students
from humanities and social sciences disciplines, potentially introducing disciplinary bi-
ases. Third, All samples were collected from Chinese universities, where technology ac-
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ceptance behaviors within China’s educational environment may be influenced by Chi-
nese culture, potentially leading to an amplified effect of Social Influence (SI). The conclu-
sions of this study might vary across regions and cultural contexts and should not be di-
rectly generalized to other cultural settings. Fourth, The study employs a convenience
sampling method, the sample may lack representativeness of a broadly defined popula-
tion due to high selection bias. And the findings are susceptible to various interferences,
making it difficult to generalize the results to the entire population. Fifth, The moderating
effect of academic level may reflect differences in students’ exposure to Al technology
across different educational stages, but it should be noted that this finding is based on a
limited sample and should not be directly generalized to macro-social phenomena such
as the digital divide.

These limitations will provide researchers with opportunities for further study. First,
in future research, classifications and analyses can be conducted based on different stu-
dent groups, such as cultural background, education level, quality of education, gender,
age, and experience with Al usage, to enable more in-depth exploration. Second, the sole
reliance on questionnaires in this study presents a limitation. Although education level
was identified as a statistically significant moderator, the lack of detailed subgroup anal-
ysis prevented us from determining its specific direction or underlying mechanism.
Therefore, future studies should employ mixed methods. For instance, combining physi-
ological measurements (e.g., EDA, RESP) with qualitative approaches (e.g., focus groups,
in-depth interviews) under a stratified sampling design would yield a deeper and more
comprehensive understanding of educational Al chatbots. Finally, future research should
follow up on Al models like DeepSeek V3/R1 to track the impact of technological advance-
ments on the design principles of theoretical models.

5. Conclusions

This study extends the TAM3 framework to elucidate key drivers of Chinese univer-
sity students” acceptance of educational Al chatbots, revealing significant influences from
self-efficacy, perceived usefulness, and social influence on behavioral intention, alongside
moderation by academic level that highlights potential disparities in adoption. These in-
sights underscore the dual-edged nature of Al in higher education: while chatbots offer
opportunities for personalized learning and timely knowledge access, they also pose risks
such as information inaccuracies, ethical dilemmas related to academic integrity, who
may differ in self-efficacy and familiarity with Al tools.

To overcome these accessibility challenges in Al-disrupted learning environments,
developers should prioritize inclusive design features, such as adaptive interfaces that
reduce anxiety through simplified interactions, gamified elements to boost perceived en-
joyment, and mechanisms ensuring output quality and bias mitigation. Generally, incor-
porating multilingual support and emotion-aware responses could address inclusive is-
sues, promoting equitable adoption across diverse student populations. Educators and
institutions are encouraged to integrate training initiatives that build self-efficacy, partic-
ularly for undergraduates, to bridge the digital divide and foster information literacy in
the upcoming ear of generative Al

Furthermore, the findings inform educational policies for responsible Al use, advo-
cating frameworks that emphasize ethical guidelines, data privacy safeguards, and assess-
ments of benefits versus risks. By guiding the development of Al-enhanced tools and pol-
icies that prioritize universal access, this research contributes to relieve Al-driven disrup-
tions, ensuring that educational chatbots enhance knowledge acquisition, creative prob-
lem-solving, and overall inclusive in higher education. Future studies could explore lon-
gitudinal effects or cross-cultural variations to further refine these strategies.
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