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Abstract: The lung is one of the most vital organs in the human body, and its condition is closely
correlated with overall health. Electrical impedance tomography (EIT), as a biomedical imaging
technique, often produces low-quality reconstructed images due to its inherent ill-posedness in
solving the inverse problem. To address this issue, this paper proposes a soft-threshold region
segmentation algorithm with a relaxation factor. This algorithm segments the reconstructed lung
images into internal regions, edge regions, and background regions, resulting in clearer boundaries in
the reconstructed images. This facilitates the intuitive identification of regions of interest by healthcare
professionals. Additionally, this segmentation algorithm is suitably combined with a dimension-
reduced Tikhonov regularization algorithm. By utilizing the joint capabilities of these algorithms, the
partition points belonging to the background region can be excluded from the sought grayscale vector,
thereby improving the ill-posedness of the image reconstruction process and enhancing the quality of
image reconstruction. Finally, a 16-electrode human lung EIT simulation model is established for the
thoracic region and verified through simulation. Experimental validation is conducted using a human
lung tank simulation platform to further demonstrate the effectiveness of the proposed method.

Keywords: biomedical imaging; image reconstruction; electrical impedance tomography (EIT);
Tikhonov regularization; image segmentation

1. Introduction

The lung is one of the most important organs in the thoracic cavity of the human body.
Lung diseases are common and significant health concerns, particularly due to factors such
as air pollution, an aging population, and the impact of conditions like COVID-19 [1–3].
Therefore, accurate, safe, and convenient monitoring of lung conditions is of great signifi-
cance for the diagnosis and control of pulmonary diseases [4]. As a visualization technique,
electrical impedance tomography (EIT) has gradually been commercialized and introduced
into medical applications. EIT measures electrical signals at the boundary of the measured
field using an array of electrodes and then performs an inversion reconstruction to obtain
the distribution of electrical properties such as conductivity and relative permittivity within
the field. The reconstructed information is presented in the form of visual images. EIT
offers advantages such as non-invasiveness, portability, low cost, and continuous monitor-
ing [5]. It has become an increasingly important imaging modality, providing significant
advantages over traditional imaging techniques such as computed tomography (CT) and
magnetic resonance imaging (MRI) in early screening, diagnosis, and bedside monitoring
of lung diseases [4–6].

As a crucial component in the EIT system, the solution of the inverse problem (i.e.,
the image reconstruction process) largely determines the imaging performance of the
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EIT system [7]. However, the EIT image reconstruction process often suffers from ill-
posedness [8]. Specifically, the number of measurement data obtained from the boundary
electrodes is much smaller than the number of unknown reconstruction pixels. In other
words, the number of equations in the system of equations established during the inverse
problem solution is far less than the number of unknowns, resulting in severe ill-posedness
in the image reconstruction process [8,9]. Due to the ill-posed nature of EIT, the original
reconstructed EIT images obtained using image reconstruction algorithms often lack clear
boundaries. Consequently, it becomes challenging to accurately identify the regions of
interest (ROIs) in the lungs and determine the contours of conductivity variations during
the respiratory process. Accurate identification of the lung region in the reconstructed
image plays a crucial role in the analysis and diagnosis of pulmonary diseases. For example,
in the context of acute respiratory distress syndrome titration, it is necessary to obtain
regional-volume-dependent parameters and quantify the global inhomogeneity index
through image analysis [10].

Extensive research has been conducted by various research teams over the past two
decades to address the issues encountered in the EIT image reconstruction process. On
one hand, some research teams have focused on optimizing imaging algorithms. They
have improved and developed multiple optimized imaging algorithms based on classical
algorithms, such as the linear back projection (LBP) algorithm [11], Landweber iteration
algorithm [12], and Tikhonov regularization algorithm [13,14], to mitigate the ill-posedness
problem in the image reconstruction process. For example, Yan et al. [9] proposed an
iterative reconstruction algorithm with adaptive regularization parameters for the target
and background. Iteration termination was determined based on the reversal of the trend in
residual norms. Ding et al. [8] introduced fuzzy linear programming into EIT imaging and
established a novel fuzzy optimization model, obtaining the optimal solution using fuzzy
linear programming with constrained coefficients. Shi et al. [15] proposed a new method
that combines the Gikhmanov regularization method with the wavelet framework, which
exhibits significant advantages in enhancing the sparsity of the solution. Liu et al. [16]
presented a spatio-temporal structure-aware sparse Bayesian learning (SA-SBL) framework
that explores and exploits intra-frame spatial clustering and inter-frame temporal continu-
ity in an unsupervised manner, using a hierarchical Bayesian model and structure-aware
priors. Chen et al. [17] introduced a novel spatio-temporal total variation regularization
method to utilize the sparsity in 4D space and time and adopted voxel-to-voxel cross-
correlation to measure the flow profile. Song et al. [18] proposed a nonlinear weighted
anisotropic total variation (NWATV) regularization technique that incorporates internal
inhomogeneity information into the EIT reconstruction process, successfully preserving
and improving the characteristics of internal inhomogeneity. Gong et al. [19] considered
modifying the TV regularization term with higher-order differential operators during
the image reconstruction process and applied the total generalized variation (TGV) reg-
ularization to the finite element model (FEM) framework for EIT reconstruction, thereby
improving the ill-posedness of the inverse problem. Shi et al. [20] proposed an improved
non-convex-L1-norm-penalized total generalized variation (NCP-TGV) model to solve the
inverse problem. They developed an iteratively reweighted L1 algorithm that transforms
the non-convex model into a convex function, offering advantages in reducing staircase
effects and preserving edges simultaneously.

On the other hand, some research teams have integrated computer vision and image
processing techniques with EIT technology to process the raw reconstructed EIT images
using methods like image segmentation, thereby obtaining more accurate regions of interest
(ROIs). For example, Guo et al. [21] developed a novel strategy for ECT image reconstruc-
tion that combines images reconstructed using two different algorithms through image
segmentation methods. This approach retains the advantages of each algorithm for specific
imaging regions and improves the overall image reconstruction quality. Borgmann et al. [22]
proposed a method to estimate lung area using functional tidal images or active contour
methods, achieving accurate estimation of lung area through image processing. Kham-
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bampati et al. [23] introduced the Otsu thresholding method for the automatic detection of
ROIs and used a nonlinear diffusion imaging method to simultaneously estimate the initial
values and differences in conductivity. Different regularization schemes were applied to
the background and ROIs to improve image reconstruction performance. Arshad et al. [24]
proposed a standardized method for evaluating and comparing cardiac EIT images based
on automated segmentation. They designed an automated solution to segment and extract
features from the images, accurately capturing various cardiac ROIs and extracting features.
Ko et al. [10] developed an automatic lung segmentation model using deep learning with
the U-Net architecture. This model enables automatic, robust, and fast lung segmentation
in EIT images without the need for prior information, thus defining appropriate ROIs.

However, due to the “soft field” effect and the ill-posedness of the inverse problem in
EIT, the performance of image reconstruction algorithms is still far from perfect. Therefore,
more efforts are needed to develop better reconstruction algorithms. In this paper, we
propose a region segmentation algorithm with a relaxation factor based on the traditional
maximum entropy thresholding method. By adjusting the relaxation factor parameter,
we can control the degree of preserving edge artifacts in the reconstructed image. This
algorithm not only serves as an effective post-processing method for identifying regions of
interest in EIT images but also complements the reduced-order Tikhonov regularization
algorithm. Based on the segmentation results obtained from the soft-threshold region
segmentation algorithm, the background region unrelated to the regions of interest is
excluded from the solution process in the reduced-order operation. The pixel values
belonging to the background region are removed from the solution process. By reducing
the number of unknowns while keeping the number of equations in the inverse problem
unchanged, the ill-posedness of the image reconstruction problem is improved, ultimately
leading to higher-quality reconstructed images.

The structure of this paper is organized as follows: Firstly, Section 2 analyzes the basic
principles of EIT imaging, establishes the mathematical model of EIT imaging, and analyzes
the process of EIT image reconstruction. Then, in Section 3, image segmentation is applied
to extract the region of interest for EIT, utilizing the maximum entropy threshold image seg-
mentation algorithm and the soft-threshold segmentation algorithm. Subsequently, Section 4
proposes an image reconstruction algorithm based on image segmentation. In Section 5, a
human chest 16-electrode EIT simulation model is established for simulation verification. Fi-
nally, in Section 6, an experimental platform for human lung electrical impedance tomography
is constructed for experimental validation. The quantitatively calculated evaluation metrics
show that the methods proposed in this paper can achieve better-reconstructed images. The
schematic diagram of the paper’s structure is shown in Figure 1.
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2. EIT Imaging Basic Principles
2.1. Mathematical Model of EIT Imaging

EIT technology is based on electromagnetic field theory, and the mathematical model
of the electrical impedance tomography sensor, based on the differential form of Maxwell’s
equations, can be described as follows:

∇× H = J + ∂D
∂t

J = σE
D = εE
E = −∇ϕ

(1)

In the above equation, E represents the electric field intensity, H represents the mag-
netic field intensity, J represents the current density, D represents the charge density, ϕ
represents the electric potential distribution function, σ represents the conductivity, and ε
represents the absolute permittivity.

When an excitation signal with a frequency of ω is applied to the measured field
domain Ω, the electric field intensity can be expressed as E = Ê ejωt. Substituting this into
Equation (1) yields:

∇× H = −(σ + jωε)∇ϕ (2)

Taking the divergence of both sides of Equation (2), we can obtain the following:

∇ · [(σ + jωε)∇ϕ] = 0 (3)

For the mathematical model of the sensitivity field in electrical impedance tomography
(EIT), a unique solution exists when boundary conditions are applied to the field domain.
The boundary condition utilized in this article is as follows:{

σ · ∂ϕ
∂n = J∫

∂Ω Jds = 0
(4)

In the above equation, n represents the outward normal unit vector of the boundary
∂Ω, and J denotes the injected current density on the boundary ∂Ω of the measured field Ω.
For a given conductivity distribution σ, the specification of the boundary current density
determines the measured voltage. The relationship between the conductivity distribution,
current density, and boundary voltage measurements can be described as a nonlinear
equation as follows:

U = ϕ(σ, J) (5)

where U is the boundary voltage measurement at the electrodes. The expression for
the change in boundary voltage measurements under the perturbation of conductivity
distribution ∆σ can be given by the following equation:

∆U = dϕ(σ,J)
dσ ∆σ + O

(
(∆σ)2

)
(6)

By ignoring higher-order terms O((∆σ)2), the equation can be simplified to a linear
form as follows:

∆U = dϕ(σ,J)
dσ ∆σ (7)

Discretization of the above equation can further yield the following:

F = Sg (8)

In the above equation, F is the n × 1 normalized boundary measurement difference,
g is the m × 1 reconstructed image grayscale vector, and S is the n × m sensitivity matrix
calculated based on Geselowitz’s sensitivity theorem [25]. m is the number of discretized
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elements, and n is the number of independent boundary measurements. Snm is the element
at position (n,m) in S, with its calculation formula given as follows:

Snm =
∫ ∇ϕn(Ii)

Ii
·
∇ϕn

(
Ij
)

Ij
dxdy (9)

where ∇ϕm(Ii) is the potential at the mth pixel when the ith pair of electrodes injects current
Ii, and ∇ϕm(Ij) is the potential at the mth pixel when the jth pair of electrodes injects
current Ij.

This paper uses the finite element method to solve the forward problem of simulated
boundary voltages and calculates the sensitivity matrix using COMSOL Multiphysics 5.6
software and MATLAB 2019 software. COMSOL Multiphysics, developed by Sweden’s
COMSOL Group (Stockholm, Sweden), is an advanced numerical simulation software
based on the finite element method. It simulates real physical phenomena by solving
partial differential equations or systems of partial differential equations and has widespread
applications in the field of electromagnetic field simulation.

2.2. EIT Image Reconstruction

EIT image reconstruction research is focused on the inverse problem. Based on the
established simplified EIT model, the mathematical expression for the EIT inverse problem
can be derived as follows:

g = S−1F (10)

In the above equation, S−1 represents the generalized inverse matrix of the m × n
normalized sensitivity matrix. In most EIT systems, since m >> n, it is not possible to directly
compute S−1. This fact highlights the ill-posed nature of the EIT image reconstruction
process from another perspective.

The Tikhonov regularization algorithm, which is discussed in this paper, aims to
mitigate the discontinuity in solving inverse problems through the L2 norm regularization
and introduce prior information of the image for improving the stability of the solution.
This optimization process helps to enhance the solution of ill-posed inverse problems. The
mathematical expression of the Tikhonov regularization algorithm is given as follows:

min
∆σ

||Sg − F||22 + α||Lg||22 (11)

In the above equation, α represents the regularization parameter, which plays a role
in adjusting the weight of regularization. If α is too small, the regularization constraint
cannot effectively control the solution. However, if α is too large, it may cause significant
deviation between the reconstructed image and the true image. In this paper, the L-curve
method [26] is employed to determine the optimal value of α. Therefore, for the original
Tikhonov algorithm mentioned below, the regularization parameter is 0.00004. Meanwhile,
the literature [9] suggests that a smaller regularization parameter should be used for the
target area of imaging to enhance the detail reconstruction capability of the target area.
Consequently, for the reduced-order Tikhonov algorithm, the regularization parameter
used for the target area is 0.000025. In the equation, L represents the regularization operator,
typically taken as the identity matrix E. Consequently, the regularized solution g can be
obtained as follows:

g =
(

STS + αE
)−1

ST F (12)

3. EIT Region of Interest Image Segmentation Methods
3.1. Maximum Entropy Threshold Image Segmentation Method

In EIT image reconstruction, there is often no clear boundary between the region
of interest and the background. In order to accurately identify the lung region in the
reconstructed EIT image, image segmentation techniques have been introduced in this
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study. The purpose is to determine the position of the lung in the reconstructed image and
obtain an easily identifiable lung area image. Taking the maximum entropy thresholding
image segmentation as an example, it is a type of threshold-based segmentation method
that can partition an image into multiple subregions with similar properties. It has been
widely applied in image analysis and object recognition [27].

The maximum entropy thresholding method divides the image into regions of interest
and background, where the threshold that maximizes the sum of the target entropy and
background entropy is considered the optimal segmentation threshold. The conventional
method of thresholding using one-dimensional grayscale histograms does not consider
spatial information of the image and is susceptible to noise interference [28]. In this paper,
the two-dimensional maximum entropy thresholding method considering both the pixel
grayscale value and its neighborhood average grayscale value is used as an example. For
an image of size N × M and grayscale levels L, the probability expression for the image’s
binary tuple (i, j) is as follows:

pi,j =
ni,j

N × M
(13)

In the above equation, 0 ≤ i, j ≤ L − 1, ni,j represents the number of pixels in the
image with grayscale value i and local neighborhood average grayscale value j. The
two-dimensional grayscale histogram is illustrated in Figure 2.
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In Figure 2, regions A and B represent the target and background, while regions C and
D represent the boundaries and noise. s represents the pixel’s grayscale value, and t repre-
sents the local neighborhood mean value of the pixel. The segmentation threshold vector
is denoted as (s, t). By using the threshold vector, we can calculate the two-dimensional
entropy for regions A and B. The calculation expression for the two-dimensional entropy
H(A) of region A is as follows:

H(A) = −
s−1

∑
i=0

t−1

∑
j=0

pij
PA

lg
pij
PA

= 1
PA

lgPA

s−1

∑
i=0

t−1

∑
j=0

pij − 1
PA

s−1

∑
i=0

t−1

∑
j=0

pijlgpij

= lg(PA) + HA/PA

(14)

Similarly, we can obtain the calculation expression for the two-dimensional entropy
H(B) of region B as follows:

H(B) = lg(PB) + HB/PB (15)
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The intermediate variables involved in the calculation process include PA, PB, HA, and
HB, and their calculation formulas are as follows:

PA =
s−1

∑
i=0

t−1

∑
j=0

pij, PB =
L−1

∑
i=s

L−1

∑
j=t

pij

HA = −
s−1

∑
i=0

t−1

∑
j=0

pijlgpij, HB= −
L−1

∑
i=s

L−1

∑
j=t

pijlgpij

(16)

Therefore, we can obtain the total entropy discrimination function H(s, t) for the image,
and its calculation process is represented as follows:

H(s, t) = HA + HB (17)

When the total entropy of the segmented image reaches its maximum value, the corre-
sponding optimal threshold vector is denoted as (s, t), as represented in the following equation:

(s∗, t∗) = arg max
1<s<L−1

max
1<t<L−1

H(s, t) (18)

3.2. Soft-Threshold Region Segmentation Algorithm

Based on the analysis above, it is known that the maximum entropy segmentation
algorithm, as a simple image post-processing method, requires significant computational
time due to the entropy calculation. To reduce the optimization time for threshold deter-
mination, previous studies have utilized optimization algorithms such as particle swarm
optimization [28]. To address this issue, this paper introduces the boundary array electrode
measurement signal as a known condition in the threshold determination process. Taking
reference from the Landweber iteration algorithm and using the objective functional con-
struction method, the EIT forward problem analysis is performed based on the segmented
image g*. This provides the corresponding boundary measurement values for the recon-
structed image under consideration. Subsequently, the error between the reconstructed
image and the boundary measurement values of the forward problem is utilized to con-
struct the objective function for determining the threshold for EIT image segmentation. The
error term represents the residual norm between the reconstructed image and the boundary
measurement values of the forward problem. The specific calculation expression for the
error term is as follows:

eroor =||Sg∗ − F|| (19)

When the error term error corresponding to the segmented image g* reaches its min-
imum value, it indicates that the boundary measurement values corresponding to the
segmented image g* are closest to the boundary measurement values obtained from the
forward problem. At this point, the segmented image g* is considered the closest to the
actual distribution within the field. The corresponding threshold is then regarded as the
optimal EIT threshold, denoted as TEIT. Therefore, the objective functional for the optimal
threshold can be expressed as follows:

TEIT = min(eroor) = min(||Sg∗ − F||) (20)

Traditional fixed threshold segmentation methods, represented by the maximum
entropy segmentation algorithm, divide the original image into regions of interest and
background. This segmentation method can obtain lung area images that are easy to
recognize. However, it may result in the loss of edge information in the region of interest
that contains medium distribution information. Specifically, due to the initial fuzziness
of the EIT image edges compared to the real medium distribution, the fixed threshold
segmentation method may incorrectly classify some parts belonging to the region of interest
as background, and vice versa, at the edge of the region of interest.
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Therefore, this paper proposes a soft-threshold region segmentation algorithm with a
relaxation factor. This method divides the original reconstructed image g into three parts:
the inner region q1, the edge region q2, and the background region q3. The inner region
and the edge region belong to the ROIs. Moreover, in order to preserve the potential edge
information at the boundary between the region of interest and the background in the
reconstructed EIT image g, the initial image to be segmented is normalized. On this basis, a
relaxation factor β is introduced along with the fixed segmentation threshold TEIT, resulting
in the soft-threshold region segmentation expression specifically for lung EIT tomography
as follows:

g(i)∗ =



i

∑
iϵq1

TEIT g(i) ∈ [0, TEIT − β]

g(i) g(i) ∈ [TEIT − β, TEIT + β]
i

∑
iϵq3

TEIT g(i) ∈ [TEIT + β, 1]

(21)

In the above equation, the value of the relaxation factor β directly affects the size of
the edge region q2. A larger relaxation factor results in more preserved edge regions, while
a smaller relaxation factor leads to fewer preserved edge regions.

Using COMSOL Multiphysics 5.6 software, the boundary impedance data were ob-
tained. By employing the Tikhonov regularization algorithm, reconstructed images of the
tested field were obtained. These reconstructed images were then used as the original
objects for segmentation. As an example, with a relaxation factor of 0.2, the segmentation
threshold within the grayscale range was iterated with a fixed step size. The segmentation
process for the original image is illustrated in Figure 3.
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Based on the desired segmentation result as the basis for the relaxation factor input, in
this case, it is only necessary to optimize the objective functional construction based on the
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one-dimensional variable of the segmentation threshold according to the previous text. In
the process of parameter optimization, this paper refers to the image processing method
for deformation cell tracking described in reference [29]. Therefore, the computational
complexity of the soft-threshold region segmentation algorithm is smaller compared to the
maximum entropy threshold segmentation method. The fitness change curve of the search
process for the most suitable segmentation threshold under different relaxation factors is
shown in Figure 4.
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Figure 4. Fitness curve of fitness against segmentation threshold under different relaxation factors.

Using the reconstructed images obtained by the Tikhonov regularization algorithm as
the original objects for segmentation, both the proposed soft-threshold region segmentation
method and the maximum entropy threshold segmentation method were utilized for image
segmentation. The relaxation factors for the soft-threshold region segmentation were set to
0.1 and 0.2, respectively. The comparison of segmentation results is shown in Figure 5.
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From the visualization of the segmentation results shown in Figure 5, it can be observed
that by inputting different relaxation factors, control over the extent of preservation of
the edge region q2 can be achieved, thus meeting the segmentation requirements under
different conditions. Furthermore, when the relaxation factor is set to a low value, the
segmentation results of the target area obtained by the soft thresholding area segmentation
method, that is, the dashed line portion in the figure, are similar to those obtained by the
maximum entropy threshold segmentation method. In the figure mentioned above, the
maximum entropy threshold segmentation method resulted in the target area retaining
1893 pixels. When the relaxation factor was set to 0.1, 2144 pixels were retained, and with a
relaxation factor of 0.2, 2613 pixels were retained

In certain conditions that demand high accuracy in the segmentation results, where
misclassification between the region of interest and the background can lead to severe
consequences, a larger relaxation factor should be used to preserve the potential medium
information at the segmentation boundary and ensure the accuracy of the segmentation
results. Conversely, in other conditions where there is a higher requirement for the segmen-
tation effect, such as the need for a clear contour boundary for the region of interest, but
with relatively lower accuracy requirements, accepting a certain degree of misclassification
between the region of interest and the background is acceptable. In such cases, a smaller
relaxation factor should be used to mitigate potential reconstruction artifacts in the images,
such as in the continuous detection of lung respiration states.

Compared to the maximum entropy segmentation algorithm, the proposed soft-
threshold region segmentation algorithm with a relaxation factor not only reduces the
computational complexity but also expands the applicability of segmentation algorithms
in EIT problems. Moreover, this algorithm can be better matched with the subsequent
reduced-order Tikhonov regularization algorithm mentioned in the following text, thereby
improving the ill-posedness of EIT reconstruction problems.

4. Reduced-Order Tikhonov Regularization Imaging Based on Soft-Threshold Segmentation

During the process of electrical impedance tomography (EIT) image reconstruction,
the number of image pixels is much larger than the number of boundary measurements.
To obtain higher-quality reconstructed images, increasing the number of image pixels is
necessary, which further increases the ill-posedness of the image reconstruction process.
However, if the pixels belonging to the background region in the image are removed from
the solution process, it can partially improve the ill-posedness of the problem-solving
process. Moreover, removing more background regions while ensuring the preservation of
the region of interest leads to a better improvement in image reconstruction.

The reduced-order Tikhonov algorithm considers grayscale value of 0 pixels in the
reconstructed image as the background, which helps reduce the number of unknowns. In
this study, based on the results of the image segmentation algorithm, the pixels belonging to
the background region are removed from the solution process. This reduction in unknowns
is done while maintaining the same number of equations in the inverse problem formula-
tion. After solving for the pixel values in the region of interest, they are merged with the
background region obtained through image segmentation to obtain a new reconstructed
image. The specific steps are as follows:

1. Firstly, an existing image reconstruction algorithm is used to obtain an initial dis-
tribution map g of the medium field, which serves as the initial image for subse-
quent image processing. The initial algorithm used in this study is the Tikhonov
regularization algorithm.

2. An image segmentation algorithm is used to segment the initial distribution map g
into three parts: the inner region q1, the edge region q2, and the background region q3.
The segmented medium distribution image is denoted as g*1.

3. The background region is removed from the image reconstruction process to reduce
the number of unknowns. The corresponding rows of the sensitivity matrix S are
reduced based on the image segmentation result. The reduced sensitivity matrix
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is denoted as S*. The process of obtaining the reduced sensitivity matrix is shown
as follows:

S∗ =

{
[ ] i ∈ q3

S(:, i) i ∈ q1 ∪ q2
(22)

4. Based on the obtained reduced sensitivity matrix S, the Tikhonov regularization
imaging algorithm is applied to reconstruct the inner region q1 and the edge region q2.
The reconstructed image after dimension reduction is denoted as g∗2 .

5. For the reconstructed image g∗2 after dimension reduction, it is restored to the complete
image g∗3 based on the segmented medium distribution g∗1 and the image segmentation
result. The mathematical expression for the image restoration process is shown
as follows:

g∗3 =

{
g∗1(i) i ∈ q3

g∗2(i) i ∈ q1 ∪ q2
(23)

6. For the obtained complete reconstructed image g∗3 , an image segmentation algorithm is
applied once again to perform image segmentation and extract the regions of interest.

The algorithm flowchart is shown in Figure 6. Different relaxation factors should be
selected for different application conditions. For obtaining the reduced-order Tikhonov
regularization, a larger relaxation factor is used to preserve the medium information that
may exist at the segmentation edges and ensure that the regions of interest, including the
inner region q1 and the edge region q2, are not mistakenly eliminated when excluding the
background region q3. In order to achieve a clearer representation of the regions of interest, a
smaller relaxation factor is chosen to mitigate potential artifacts in the reconstructed image.
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Compared to the conventional reduced-order Tikhonov algorithm that treats pixels
with a grayscale value of 0 in the original image as background and eliminates them,
performing soft-threshold region segmentation on the original image before dimension re-
duction allows for the identification of a wider range of background areas while preserving
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the target regions. This effectively reduces the number of unknowns in the solution and
improves the ill-posedness of the EIT image reconstruction process. Additionally, as an ef-
fective image post-processing approach, performing soft-threshold region segmentation on
the reduced-order Tikhonov image produces reconstructed images with clearer boundary
contours. This facilitates further parameter calculations and assists medical professionals
in identification and judgment.

5. Numerical Simulation and Experimental Verification
5.1. Simulation Experimental Platform

To validate the stability and effectiveness of the proposed algorithm, a human lung
model is established as the research object, and a 16-electrode EIT simulation model of the
human thorax is constructed. The 16 measurement electrodes are uniformly distributed
on the surface of the thorax, and the forward problem is solved using the COMSOL
Multiphysics 5.6 software, resulting in 2993 mesh elements, as shown in Figure 7. Based
on the established model, 120 sets of valid boundary impedance data can be obtained
for a specific lung condition using the 16 measurement electrodes. These data are input
into MATLAB software to achieve image reconstruction. The reconstructed image is then
compared with the ground truth image to quantitatively evaluate the imaging performance.
The simulations in this study were conducted on a PC equipped with an Intel Core 2
E8200 2.66 GHz CPU (Intel Corporation, Santa Clara, CA, USA), and 8 GB of RAM. This
configuration meets the computational cost requirements for simulations in COMSOL
Multiphysics 5.6.
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5.2. Image Evaluation Metrics

(1) Relative Error of Reconstructed Images (IRE)

The fidelity of the reconstructed image compared to the ground truth image is a crucial
evaluation criterion for image reconstruction. The relative error of the reconstructed image
(IRE) captures the errors between the reconstructed image and the ground truth image in
terms of shape, area, and other aspects, effectively reflecting the differences between the
two. The calculation formula for IRE is given as follows.

IRE =

√
||g − g0||√
||g0||

(24)

In the above equation, g represents the reconstructed medium distribution obtained
through the imaging reconstruction algorithm, and g0 represents the actual medium dis-
tribution in the field in the simulation experiment. A smaller value of the relative error
indicates a higher image quality.
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(2) Image Correlation Coefficient (ICC)

The image correlation coefficient is an important metric for evaluating the degree of
correlation between the reconstructed image and the ground truth image. It represents the
correlation between the actual distribution and the reconstructed image. The calculation
formula for the image correlation coefficient is given as follows.

ICC =

n

∑
i=1

(g − g′)(g0 − g′0)√
n

∑
i=1

(g − g′)2(g0 − g′0
)2

(25)

In the above equation, g′ represents the mean value of the reconstructed image’s
medium distribution, g0

′ represents the mean value of the medium distribution in the
region of interest in the ground truth image, and n represents the number of pixels in
the image.

(3) Structural Similarity Index (SSIM)

SSIM is a metric for measuring the similarity between two images in terms of their
structure. It is introduced as a standard to evaluate the similarity between the reconstructed
image and the ground truth image. The calculation formula for SSIM is given as follows.

SSIM(x, y) =

(
2uxuy + c1

)(
2σxy + c2

)(
u2

x + u2
y + c1

)(
σ2

x + σ2
y + c2

) (26)

In the above equation, ux and σ2
x represent the mean and variance of the reconstructed

image, while uy and σ2
y represent the mean and variance of the ground truth image. σxy

represents the covariance between the reconstructed image and the ground truth image. c1
and c2 are constants, usually set to very small values to avoid division by zero. A larger
value of SSIM indicates a higher structural similarity between the two images and a better
result in the image reconstruction.

5.3. Numerical Simulation Verification

To validate the effectiveness of the soft-threshold region segmentation algorithm and
its compatibility with the reduced-order Tikhonov regularization algorithm, a 16-electrode
EIT simulation model of the human thoracic field was established. Numerical simula-
tions were conducted using commonly used image reconstruction algorithms, including
the local binary patterns (LBP) algorithm, the Landweber algorithm, and the classical
Tikhonov regularization algorithm. A comparative analysis of the imaging results was
performed using the maximum entropy threshold segmentation algorithm (METS) and a
single reduced-order Tikhonov regularization algorithm (RO-TK). Numerical simulations
were also conducted for the METS, soft-threshold segmentation algorithm (STS), reduced-
order Tikhonov regularization algorithm (RO-TK), segmentation-reduced-order Tikhonov
regularization algorithm (STS-RO-TK), and segmentation-reduced-order-segmentation
Tikhonov regularization algorithm (STS-RO-STS-TK). The relationship between the ab-
breviations and the full names of the algorithms involved in this paper can be found in
Table A1 in Appendix A. The initial images for the METS and STS algorithms were ob-
tained using the reconstruction images from the Tikhonov regularization algorithm. The
resulting comparative images of the various algorithms for image reconstruction are shown
in Figure 8.
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Figure 8. Comparative reconstructed images of various algorithms based on simulated data.

By observing the image reconstruction results, it can be noticed that the LBP algorithm
only approximates the imaging target, and the image boundaries are very blurry. Moreover,
its performance in reconstructing the left and right lung images is poor. The Landweber
algorithm and the Tikhonov algorithm are able to reconstruct the left and right lung regions
more distinctly, but the image boundaries are not sharp enough. Using self-used threshold
segmentation or maximum entropy threshold segmentation algorithms can clearly define
the boundary of the region of interest, but the reconstructed image shapes deviate from the
real distribution. In contrast, the reconstructed image obtained using the reduced-order
Tikhonov regularization can better depict the details of the image boundaries compared
to traditional Tikhonov regularization, resulting in a closer representation of the actual
medium distribution. Furthermore, applying soft-threshold region segmentation on the
reconstructed image obtained using reduced-order Tikhonov regularization can reduce
image artifacts within the internal region and further clarify the lung regions of interest.

Evaluation of image reconstruction results for various imaging algorithms discussed in
this paper was conducted using the image evaluation metric calculation method provided
in the previous section. The results of the evaluation metrics for the image reconstruction
results obtained based on measurements from the simulation model are shown in Table 1
and Figure 9.

Table 1. Comparative evaluation of reconstructed image metrics based on simulated data for
various algorithms.

LBP Landweber Tikhonov METS STS RO-TK STS-RO-TK STS-RO-STS-TK

IRE 0.9369 0.7024 0.7534 0.7273 0.6713 0.7275 0.6296 0.5683
ICC 0.6018 0.8490 0.8061 0.8480 0.8839 0.8311 0.9128 0.9355

SSIM 3.6395 6.7307 6.0299 5.4428 6.0037 6.3347 7.2632 7.1012
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The analysis of the image evaluation metrics leads to the following conclusions: the use
of image segmentation algorithms can reduce the relative error (IRE) of the reconstructed
images and improve the image correlation coefficient (ICC). However, it may result in
a certain degree of decrease in the structural similarity index (SSIM) of the images. In
particular, the proposed soft-threshold segmentation method in this study achieves a more
significant improvement in ICC and a reduction in IRE with a lesser loss in SSIM compared
to the maximum entropy threshold segmentation method. The reduced-order Tikhonov
algorithm can effectively enhance the SSIM and to some extent improve the ICC and reduce
the IRE, although its improvement is not as significant as that achieved by using image
segmentation algorithms. The proposed segmentation-reduced-order-Tikhonov algorithm
(STS-RO-TK) can leverage the advantages of both algorithms, effectively maintaining a
high SSIM while reducing IRE and improving ICC.

From the perspective of alleviating the ill-posedness of the image reconstruction pro-
cess, the fewer unknowns solved during the inverse problem-solving process, the less
severe the ill-posedness. In this study, the images of the internal medium distribution
within the reconstructed field were obtained at a resolution of 100 × 100 pixels. Com-
pared to the original reduced-order Tikhonov algorithm (RO-TK) regularization algorithm,
which reduces 701 unknowns, the proposed segmentation-reduced-order-Tikhonov al-
gorithm (STS-RO-TK) can reduce 2169 unknowns, thus improving the ill-posedness of
the image reconstruction process. For further refinement of the reconstructed images,
the segmentation-reduced-order-segmentation-Tikhonov regularization algorithm (STS-
RO-STS-TK) can be applied after the segmentation-reduced-order-Tikhonov (STS-RO-TK)
reconstruction to obtain images with even clearer boundaries.

6. Experimental Validation
6.1. Experimental Platform Setup

We constructed a human thoracic impedance tomography (EIT) experimental platform,
which includes a human thoracic tank experimental model, an impedance measurement
module, and an image reconstruction module. The thoracic tank experimental model
consists of 16 array measurement electrodes, which are arranged in a uniform polar distri-
bution along the edges of the tank experimental model. During the experiment, a gelatin
gel prepared by mixing gelatin powder and distilled water is used to simulate the human
lung region. A sodium chloride solution is used to simulate the peripheral region of the
chest. The impedance measurement module utilizes a Yehoch 6630 precision impedance
analyzer to measure the boundary impedance signals between different electrodes at a
frequency of 500 kHz. The measurement electrodes are made of specification-controlled
PCD boards, which facilitate installation and removal. The effective measurement area is
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3 cm × 4 cm, and the electrodes are made of tin-plated metal materials. SMA-shielded
cables are used to connect the measurement electrodes with the impedance analyzer to
effectively avoid interference from stray signals. The image reconstruction module consists
of a PC with an Intel Core 2 E8200 2.66 GHz CPU and 16 GB of memory. Image reconstruc-
tion is implemented using MATLAB software. The schematic diagram of the constructed
experimental platform is shown in Figure 10.
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Figure 10. Schematic diagram of the experimental setup for human thoracic impedance tomography.

6.2. Analysis of Experimental Results

Based on the experimental platform of human lung impedance tomography, the
boundary electrode impedance measurement signals were acquired and fed into a PC.
Image reconstruction was then conducted using various programmed imaging algorithms
in MATLAB software. The resulting reconstructed image is shown in Figure 11.
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Evaluation of the image reconstruction results for various imaging algorithms dis-
cussed in this paper was performed using the image evaluation metric calculation method
mentioned earlier. The evaluation metrics for the image reconstruction results, which were
obtained based on experimental measurements, are presented in Table 2 and Figure 12.

Table 2. Comparative table of image evaluation metrics for various algorithms for image reconstruc-
tion based on experimental data.

LBP Landweber Tikhonov METS STS RO-TK STS-RO-TK STS-RO-STS-TK

IRE 1.0731 0.7373 0.8063 0.7360 0.6707 0.7463 0.6335 0.5390
ICC 0.5048 0.8309 0.7748 0.8601 0.8936 0.8283 0.9160 0.9518

SSIM 2.8678 8.8574 7.4348 7.3229 8.3938 8.5889 10.3124 10.1009
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By visually observing the EIT reconstructed images based on experimental measure-
ment data, it can be observed that they exhibit certain similarities with the EIT recon-
structed images based on simulated data in terms of overall effects. However, due to
the influence of contact impedance and noise signals, the reconstructed images based on
experimental data exhibit less detail compared to the simulated reconstructed images, and
certain distortions can be observed in some areas. Nevertheless, when comparing different
imaging algorithms under the condition of experimental measurement data, it is found
that the proposed soft-threshold segmentation method (STS) can effectively identify the
pulmonary region of interest in the thoracic cavity. Combining the soft-threshold segmen-
tation method (STS) with the reduced-order Tikhonov algorithm (RO-TK) and utilizing
the segmentation-reduced-order-segmentation Tikhonov algorithm (STS-RO-STS-TK), the
reconstructed images demonstrate a closer resemblance to the test model in terms of the
reconstructed target shape. Furthermore, by calculating the evaluation metrics of the recon-
structed images, it is found that the reduced-order Tikhonov algorithm (RO-TK) with image
segmentation processing yields superior evaluation metrics compared to the standalone
reduced-order Tikhonov algorithm (RO-TK). This further validates the effectiveness of the
proposed method.

7. Conclusions

Electrical impedance tomography (EIT) often yields low-quality reconstructed images
due to the inherent ill-posedness of the inverse problem. In this paper, image segmentation
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techniques are introduced into EIT imaging, and a soft-threshold image segmentation
method with a relaxation factor is proposed. The original image is segmented into three
regions: the internal region, the edge region, and the background region. The selection
of segmentation thresholds is based on optimizing the error norm between the boundary
values of the segmented image and the true measured boundary impedance. By adjusting
the relaxation factor, the degree of preservation of the edge region can be controlled. This
segmentation method is used for the post-processing of lung reconstruction images in EIT.
Furthermore, this soft-threshold image segmentation method effectively combines with the
reduced-order Tikhonov algorithm by removing the discretization points belonging to the
background region from the sought grayscale vector, thereby improving the ill-posedness
issue in EIT. The main conclusions of this study are the following:

1. Post-processing of lung EIT reconstruction images using image segmentation algo-
rithms allows for effective identification of regions of interest, resulting in clear and
distinguishable human lung images with well-defined edges. However, this process
may lead to some information loss. In terms of evaluation metrics, the use of image
segmentation algorithms reduces the relative error (IRE) and improves the image
correlation coefficient (ICC) of the reconstructed images, but it may decrease the
structural similarity index (SSIM).

2. Compared to fixed threshold segmentation methods, such as the maximum entropy
threshold segmentation method, soft-threshold segmentation allows for adjusting the
preservation degree of the edge region connected to the regions of interest and the
background region. This widens the application scope of segmentation algorithms for
EIT reconstruction by catering to different processing requirements.

3. The reduced-order Tikhonov algorithm addresses the ill-posedness issue in EIT by
excluding the partition points belonging to the background region from the sought
grayscale vector. The combination of image segmentation algorithms and the reduced-
order Tikhonov algorithm effectively enhances the ill-posedness issue in image recon-
struction, resulting in higher-quality reconstructed images.

Finally, the effectiveness of the proposed algorithms was further demonstrated through
numerical simulations and experimental verification using a 16-electrode human thoracic
EIT simulation model and a human thoracic impedance tomography experimental platform.

In summary, this paper introduces image segmentation algorithms into human lung
electrical impedance tomography (EIT) technology, enabling the reconstruction of images
that are closer to the real cross-sectional images of human lungs. Furthermore, these images
facilitate easier recognition of lung contours by individuals.
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Appendix A

Table A1. The table provided in the text corresponds to a list of algorithm abbreviations and their full
names as used within the document:

Serial No. Abbreviation Full Name of the Algorithm

1 LBP Linear back projection algorithm
2 Landweber Landweber iterative imaging algorithm
3 Tikhonov Tikhonov regularization algorithm
4 METS Maximum entropy threshold segmentation algorithm
5 STS Soft-threshold segmentation algorithm
6 RO-TK Reduced-order Tikhonov regularization algorithm

7 STS-RO-TK Segmentation-reduced-order Tikhonov
regularization algorithm

8 STS-RO-STS-TK Segmentation-reduced-order-segmentation Tikhonov
regularization algorithm
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