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#### Abstract

When new rail stations or lines are planned, long-term planning for decades to come is required. The short-term passenger flow prediction is no longer of practical significance, as it only takes a few factors that affect passenger flow into consideration. To overcome this problem, we propose several long-term factors affecting the passenger flow of rail transit in this paper. We also create a visual analysis of these factors using ArcGIS and construct a long-term passenger flow prediction model for rail transit based on a class neural network using an SPSS Modeler. After optimizing relevant parameters, the prediction accuracy reaches $94.6 \%$. We compare the results with other models and find that the neural network model has a good performance in predicting long-term rail transit passenger flow. Finally, the factors affecting passenger flow are ranked in terms of importance. It is found that among these factors, bicycles available for connection have the biggest influence on the passenger flow of rail stations.
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## 1. Introduction

With the advantages of large capacity, convenience, safety, and reliability, as well as non-pollution, urban rail transit has gradually become the main mode of travel for residents of large- and medium-sized cities. According to statistics, in 2022, a total of 1080.63 km of new urban rail transit operating lines will be added nationwide, with 25 new operating lines in China [1]. As the scale of the rail transit line network continues to expand, a large number of passengers drive the long-term development of economic benefits along the line, such as rail transit near the surrounding buildings, housing prices, and other long-term impacts in the coming decades. Similarly, the building facilities around the station with the nature of long-term existence, transportation connection mode, etc., will also play a long-term impact on the station passenger flow. Therefore, when the rail transit company is planning a new station or opening a new line, it needs to carefully consider the location of the station, as well as the scale of the station construction, and the long-term influence of its surrounding passenger flow is a very important reference index. Through the consideration of various long-term influencing factors, the purpose of the accurate prediction of rail transit passenger flow can be achieved.

The current research on passenger flow prediction for rail transit mainly focuses on short-term passenger flow prediction for completed lines or stations [2-4], as well as the prediction and distribution of OD (Origin-Destination) travel routes for passengers [5-8]. When planning and constructing a new rail transit line or station, due to the lack of historical passenger flow data, the influence factors of passenger flow at this time become the indicators for the future long-term evaluation of the line or station. Wen Huimin et al. used the CART regression tree to analyze the influence factors of passenger flow changes caused by the access of new rail transit lines to other public transportation [9]. Wang Yuping et al. analyzed the influence mechanism and influence degree of changes in land
use along the line, traffic connection, rail transit service level, and fare policy on urban rail transit passenger traffic and found that the passenger flow of a single rail transit line develops more slowly at the initial stage, and the cultivation period is longer [10]. Lu et al. put forward a new method based on transfer information entropy (TIE), which is an indicator for the future long-term evaluation of the rail transit entropy (TIE) causal inference method used to determine the causal relationship between influencing factors and rail transit passenger flow, which can be used to derive the interaction between influencing factors and passenger flow after comparing with correlation analysis [11]. After analyzing passenger traffic and its influencing mechanism, various scholars have established models to predict the passenger flow. Yu et al. divided the city into several areas with similar internal traffic attributes and moderate spatial scales to obtain more accurate influencing factors of passenger flow and proposed a passenger flow prediction model based on Xgboost for new lines in stations [12]. He et al. proposed a model to predict the passenger flow of a new station based on the pattern of the station's historical passenger data and the attribute evaluation of the new station. After assessing the attributes of the stations, they proposed a passenger flow prediction method based on the attributes of the stations [13]. Lin et al. used Pearson's correlation analysis to study the intrinsic relationship between the built environment around the station and the passenger flow of the station and established a passenger flow prediction model with multilayer perceptron (MLP), and the results of their study can be used for the newly built rail stations that do not have historical passenger flow data [14]. Asif et al. combined a Genetic Algorithm with an artificial neural network model and a locally weighted regression model to achieve highly accurate prediction results for short-term traffic flow on urban roads [15].Due to the unstable dependence of passenger flow in the long or short term, it is necessary to predict passenger flow using models that can capture different time series. Lin et al. used mathematical and artificial neural network methods to predict the passenger flow of the subway based on the land use around the subway [16]. After a large number of validations, compared with other models, Long Short-Term Memory (LSTM) can effectively capture the long-term and short-term characteristics of traffic volume [17-19]. However, the selection of influencing factors in these studies is relatively one-sided and only focuses on whether some specific factors have an impact on the passenger flow of rail transportation, and it is difficult to achieve the effect of long-term prediction on the passenger flow of the new stations or the opening of the new line.

There are many factors affecting the passenger flow of rail transit, and many of them have the effect of influencing the passenger flow of rail transit in the long term, which, in turn, achieves the purpose of long-term passenger flow prediction. To the best of our knowledge, there are few studies on the long-term prediction of rail transit passenger flow, and it is especially important to analyze the factors that affect rail transit passenger flow in the long term. In this paper, we try to analyze the long-term factors affecting the passenger flow of rail transit and use them to make long-term predictions of passenger flow. The main contributions of this paper are as follows:
(1) First of all, the topological characteristics of the rail transit stations and line networks and the external environmental factors that have a long-term impact on passenger flow are taken as the basic data, and the visual analysis of the influencing factors is carried out using ArcGIS and the SPSS Modeler. The relationship between these factors and passenger flow is explored;
(2) Secondly, the passenger flow prediction model based on a neural network is constructed, and the prediction results are compared with other models to verify the superior performance of this paper's model in predicting passenger flow;
(3) Finally, from the analytical results of the model, we compare the importance of the influence of these factors on passenger flow.

The rest of this paper is organized as follows. Section 2 describes the data sources used in this study, performs data visualization, and analyzes the relationship between the influencing factors and passenger flow. Section 3 describes the principle of the neural
network-like model and its construction method. Section 4 shows the prediction results of the model and analyzes them in comparison with other models, and the predictive analysis leads to the order of importance of the influencing factors. Section 5 makes a relevant comparison between the differences between this paper and other studies and discusses the research focus of this paper. Finally, Section 6 summarizes the contributions and limitations of this paper and the outlook for future work.

## 2. Analysis of Influencing Factors

### 2.1. Subjects and Data Sources

The Beijing rail transit Lines 1, 2, 4, 5, 6, 7, 8, 9, 10, 13, 14, 15, 16, Fangshan Line, Changping Line, Daxing Line, Batong Line, Yizhuang Line, Capital Airport Line, which have been put into operation in 2019 and are the objects of this study, result in a total of 19 lines and 288 stations. The Beijing rail transit line map is shown in Figure 1.


Figure 1. Beijing rail transit.
These stations have a huge passenger flow, which can easily cause station congestion, and the size of the rail transit passenger flow is affected by the characteristics of the station itself, the environment around the station, and the convenience of transferring in the long term. Therefore, combining the spatial geographic information of Beijing's rail transit stations, four long-term influencing factors are selected, namely, station connectivity characteristics, station peripheral connection characteristics, station peripheral population characteristics, and station peripheral attraction characteristics, and each of them is further subdivided into a total of ten influencing factors. Data sources and calculation methods are shown in Table 1.

Table 1. Influencing factors and their calculation methods.
$\left.\begin{array}{ccc}\hline \text { Influencing Factors } & \text { Data Source } & \text { Calculation Formula } \\ \text { POI } & \text { Goddard map crawling POI facility points } & \begin{array}{c}D_{i}=N_{i} / S_{i} \\ \text { Di is the density of a facility around the } \\ \text { station, Ni is the number of facility points } \\ \text { near the station, and } S i \text { is the area of the } \\ \text { study area }\end{array} \\ \hline \text { Number of connecting bus stops } & \text { Gaode map crawls the number of stops } & \\ \hline \text { Bicycles available for connection } & \text { Gaode map crawls pickup points } & \\ \hline \text { Population characteristics } & \text { Baidu Wise-Eye Population Data } & \begin{array}{c}C_{i}=\frac{2 e_{i}}{k_{i}\left(k_{i}-1\right)} \text { The clustering coefficient of } \\ \text { node } i \text { with degree } k_{i}, \text { where } e_{i} \text { is the }\end{array} \\ \hline \text { number of edges between neighboring } \\ \text { nodes of node } i\end{array}\right]$

### 2.2. Distribution and Relevance of Influencing Factors

In order to better reflect the distribution size of each influencing factor in each station from the whole, ArcGIS was utilized to map each influencing factor and indicate the quantity by the size of the graded symbols; the larger the point, the larger the quantity of the factor. At the same time, the SPSS Modeler was used to establish three-dimensional diagrams and matrix diagrams to visualize and analyze the correlation between each influencing factor and passenger flow.

Connectivity properties. (1) Betweenness centrality (BC) [20,21] is usually measured in terms of the number of points and edges, and BC solves the global problem of planning the optimal distances between stations to make the entire metro network balanced. The centrality of the median reflects the connectivity performance of the station, as well as the importance of the station, which, in turn, affects the ease of transferring passengers at that station. The easier it is for passengers to transfer, the more they save on travel costs, which indirectly attracts a large number of passengers to the station. As shown in Figure 2a, the number of points on Line 6 and Line 4 located within the third ring road of the city center and Line 14 in the eastern Chaoyang District are larger, indicating that the connectivity of these stations is stronger.


Figure 2. Connectivity characteristics. (a) Betweenness centrality. (b) Clustering centrality.
(2) Cluster centrality (CC) [22,23] is usually measured by the clustering coefficient, which is expressed as the ratio of the actual number of edges of a node in the network with the surrounding nodes to the maximum of the theoretical number of edges, reflecting the degree of aggregation of the subway network sites and being more concerned with the local characteristics. The higher the clustering centrality, the more concentrated the stations in the area. There are a large number of building facilities in the area, shortening the distance from the station to the destination for passengers, providing convenience for travelers, and thus indirectly attracting a large number of passenger flows. As shown in Figure 2b, the number of points is larger in the stations on Line 1, Line 2, Line 4, Line 5, and Line 6 , which are located within the second ring road of the city center, indicating that when the clustering coefficients of these stations are larger, the denser the stations are in the area.

After the new rail transit line is connected or the new station is built, the original network topology characteristics will be changed. Therefore, the topological characteristics have a long-term impact on the entire network structure, and as the structure continues to change, the convenience of passenger travel will also change. Figure 3 also shows that the closer to the city center, the greater the value. It shows that the rail transit stations in the center of Beijing bear a large amount of passenger flow, which is of great significance to the whole subway network. At the same time, it can be concluded in Figure 3 that the betweenness centrality and clustering centrality of the site are positively correlated with passenger flow.


Figure 3. Connectivity characteristics and passenger flow correlation.
Connection characteristics. (1) Bicycles available for connections: the advantages of low-carbon, convenient, and fast-shared bicycles have gradually become the main mode of transportation for residents' short- and medium-distance travel. Usually, the threshold for walkers to reach the station is 15 min , and the walking connection range is 1.25 km at a speed of $5 \mathrm{~km} / \mathrm{h}$ [24]. Deploying a large number of shared bicycles around the rail transit stations is a key measure to solve the last-mile problem of travelers. The larger the number of bicycle connections around the station, the more convenient it is for passengers to transfer, which attracts a large number of passengers to the station [25,26]. As shown in Figure 4a, the larger number of stations on Lines 2 and 4 in the western part of the second ring road of the city center, Lines 10 and 14 in the eastern and northeastern part of the fourth ring road, and Line 10 in the northwestern part of the city center, suggests that the larger amount of bicycle connections around the stations provide a convenient means of transferring passengers to their final destinations after exiting the station.


Figure 4. Connection characteristics. (a) Bicycles available for connection. (b) Number of connecting bus stops.
(2) Number of connecting bus stops. Buses, as a means of transportation for long distances, are the main mode of travel for travelers from rail stations to more remote areas. Due to Beijing's special geographic location, even houses in the outer ring are still very expensive. However, there is still a large population that prefers to work in Beijing, so they settle in towns around Beijing, such as Yanjiao in Hebei Province. As shown in Figure 4b), the outer ring suburb area located in the eastern direction of the Batong Line has more bus connections compared to bicycle connections. This is due to the fact that this area is the transportation link between Beijing and Yanjiao town. Most travelers living in Yanjiao, Hebei Province, take the bus to Beijing every morning and then take the subway to their workplace. Similarly, the bus stops near Line 4 in the southern suburban area also provide efficient transfers for out-of-town travelers.

Figure 5 clearly shows that the number of connections around the stations within the third ring is the densest. Due to the large number of office areas in the center of Beijing, during the morning peak period, travelers take rail transit to their corresponding destination and then transfer the shared bicycle or bus to their final destination again, which effectively saves travel time. It can be seen in Figure 5 that the number of bicycle connections is positively correlated with the number of connecting bus stations and the average daily passenger flow of the subway. Shared bicycles and buses are the main modes of transportation for green travel at present, and their connection volume will affect the traffic volume of the site for a long time [27].


Figure 5. Connection characteristics and passenger flow correlation.

Population characteristics. (1) Working population: As shown in Figure 6a, the he closer to the center of Beijing, the higher the working population, and travelers take the subway to work in the daytime and take the subway to return to their residence in the evening, so it is the main source of rail transit passenger flow.


Figure 6. Characteristics of the population. (a) Working population. (b) Residential population.
(2) Residential population: As shown in Figure 6b, the residential population in the inner ring of Beijing is relatively small compared to that in the outer ring of the city, and the residents living in the inner ring have a smaller range of activities and mainly move more during the peak hours, which has a smaller impact on rail transit passenger flow compared to the working population.

The flow of people near the rail transit station is the direct source of the station's passenger flow, which is the most important link affecting the station's passenger flow. As shown in Figure 7, the working population and the residential population show a positive correlation for the subway's passenger flow. The long-term mobility of the population directly affects the planning and design of rail transit stations in the coming decades.


Figure 7. Population characteristics and passenger flow correlation.
Attractive features. (1) POIs (Points of Interest): Hospitals, schools, restaurants, and entertainment buildings around the rail transit station can each be abstracted as a geographic entity point and as the main destination for most travelers. The higher the density value of these points, the greater the number of people attracted, which brings a large number of passengers to the nearby rail transit station [28]. As shown in Figure 8a,
stations located within the fourth ring road of the city center have relatively large POI values in their vicinity. This is also due to the fact that there are more people in the area who are engaged in different activities, such as working, going to school, going to the doctor, and having fun, which stimulates the development of local infrastructure, and, conversely, these facilities stimulate a large number of people to travel to these areas.


Figure 8. Attractive characteristics. (a) POI. (b) Proportion of living area. (c) Proportion of commercial area. (d) Proportion of industrial area.
(2) Percentage of residential area: The larger the residential area around a rail transit station, the larger the population, and the larger the number of residents, the more urban residents go to the rail transit station on foot or by bicycle, which brings a large number of passengers to the station.
(3) Commercial area ratio: Commercial facilities are also mainly concentrated in the city center. The larger the area of the commercial area around the rail transit station, the greater the attraction of passenger traffic, thus attracting a large number of passengers to the station. As shown in Figure 8c, the number of commercial areas near the stations located in the southwest of the city center on Line 2, Line 4, the southeast of Line 2, Line 10, the northwest of Line 10, and the outer ring of Yizhuang Line is larger, and thus the passenger flow near the stations will be relatively larger.
(4) The proportion of industrial area: Due to the special characteristics of industrial facilities, most of the industrial buildings in Beijing are distributed in the Outer Ring Road, and these industrial areas have a certain working population, and most of the staff will choose rail transportation as the main mode of travel, which also brings a certain amount of passenger flow to the nearby stations.

As can be seen in Figure 9, the POI density value around the station has a greater impact on the metro passenger flow, showing a strong positive correlation. The correlation between commercial area ratio, residential area ratio, and passenger flow is weak. The ratio of industrial area does not show a linear correlation with metro passenger flow. Usually, building facilities will remain for a long time without special circumstances, but commercial
buildings may close down at any time, which generates irregularity in population flow. The industrial buildings are located in the outer ring suburbs and other areas, the population is small, and the correlation with the passenger flow of rail transit is not strong. The pre-planning of rail transit lines and stations is mainly based on whether or not the nearby buildings and facilities will bring a large number of passengers to the station. Therefore, building facilities have a long-term effect on the passenger flow of rail transit.


Figure 9. Attractive characteristics and passenger flow correlation.

## 3. Research Methods and Model Construction

### 3.1. Research Method

The power of an artificial neural network is that it has a strong learning capability. After obtaining a training set, it can extract the features of each part of the observed thing by learning, connect the features to each other with different network nodes, and change the strength of each connection by training the network weights of the connections until the output of the top layer obtains the correct answer [29,30]. Its structure is shown in Figure 10.


Figure 10. Network diagram.

Each neuron in the input layer represents an influencing factor, and the data corresponding to these factors are built into the matrix $Y=\left(X_{1}, X_{2}, X_{3}, X_{4} \ldots\right)^{k}$, which is input into the neural network-like model, assuming that the number of layers of the neural network is $K(k>1)$ and the number of nodes in each layer from the input layer to the output layer is $m_{0}, m_{1}, m_{2}, m_{3}, \ldots m_{k}$, respectively. The dimension of the input vector is $m_{0}$, the output vector is $m_{k}$, and the output vectors for each layer of the network are, respectively, denoted as follows:

$$
\begin{gather*}
\text { Input layer } \mathrm{Y}^{(0)}=\left[Y_{1}{ }^{(0)}, Y_{2}{ }^{(0)}, \ldots, Y_{m_{0}}{ }^{(0)}\right]^{T} \mathrm{a}=1  \tag{1}\\
\text { Hidden layer } \mathrm{Y}^{(1)}=\left[Y_{1}{ }^{(1)}, Y_{2}{ }^{(1)}, \ldots, Y_{m_{1}}{ }^{(1)}\right]^{T} \mathrm{a}=1  \tag{2}\\
\text { Hidden layer } 2 \quad \mathrm{Y}^{(2)}=\left[Y_{1}{ }^{(2)}, Y_{2}{ }^{(2)}, \ldots, Y_{m_{2}}{ }^{(2)}\right]^{T}  \tag{3}\\
\text { Output layer } \mathrm{Y}^{(K)}=\left[Y_{1}{ }^{(K)}, Y_{2}{ }^{(K)}, \ldots ., Y_{m_{k}}{ }^{(K)}\right]^{T} \tag{4}
\end{gather*}
$$

After that, define the weight matrix with a bias vector for each layer.

$$
\begin{gather*}
\mathrm{W}^{(1)} \in R^{m_{1} \times m_{0}} \quad b^{(1)} \in R^{m_{1} \times 1}  \tag{5}\\
\mathrm{~W}^{(2)} \in R^{m_{2} \times m_{1}} \quad b^{(2)} \in R^{m_{2} \times 1}  \tag{6}\\
\ldots  \tag{7}\\
\mathrm{~W}^{(K)} \in R^{m_{k} \times m_{K-1}} \quad b^{(K)} \in R^{m_{K} \times 1}
\end{gather*}
$$

Choose the activation function for each layer; common activation functions are Sigmoid, Tanh, Relu, etc., and keep the function consistent for each layer. Finally, derive the common expression for all layers, except the output layer, for the Kth layer.

$$
\begin{gather*}
\text { net }_{i}^{(k)}=\sum_{j=1}^{m_{k-1}} W_{i, j}^{(k)} Y_{j}^{(k-1)}+b_{i}^{(k)},\left(1 \leq i \leq m_{k}\right)  \tag{9}\\
n e t^{(k)}=W^{(k)} Y^{(k-1)}+b^{(k)}  \tag{10}\\
\text { net }^{(k)}=\left[\text { net }_{1}{ }^{(k)}, \text { net }_{2}^{(k)}, \ldots, \text { net }_{m_{k}}{ }^{(k)}\right]^{T}  \tag{11}\\
\mathrm{Y}^{(k)}=f^{(k)}\left(\text { net }^{(k)}\right)=\left[Y_{1}^{(k)}, Y_{2}^{(k)}, \ldots ., Y_{m_{k}}{ }^{(k)}\right]^{T} \tag{12}
\end{gather*}
$$

### 3.2. Model Construction

The SPSS Modeler 18.0 (Statistical Product and Service Solutions Modeler) is a data mining work platform, and this paper relies on this platform for model construction. The modeling idea is to import the source file data first, randomly select $80 \%$ of the data as training samples, and then establish the field types of the influencing factors. Use ten-factor variables as input fields, the average daily passenger flow as the target field, and then select the class of neural network models used, and then, finally, the target passenger flow prediction results are visualized with multi-curve graphs and predictive analysis as the visualization output. At the same time, in order to visualize and analyze the relationship between the influencing factors and the passenger flow, the Graph tab selects the graphical version of the node, and the visualization type selects the 3D scatterplot and scatterplot matrix (SPLOM). From the idea of building the model as in Figure 11, in the construction tab of the neural network-like model node, the boosting algorithm in the objective is selected to enhance the accuracy of the model, thus creating a whole, from which a sequence of models is generated to obtain more accurate predictions. Afterwards, after continuous comparison and adjustment, the network model is selected for the multilayer perceptron, and the number of hidden layers is automatically calculated by the SPSS Modeler for the number of cells. The stopping rule applied for the multilayer perceptron was chosen to
use a maximum training time of 15 min . In the overall tab, the default merge rule used for continuous targets is the mean and the number of component models used for boosting is 25 . Finally, in the advanced tab, missing values in the predictor variables are selected to be deleted in columns and, finally, random seeds are generated.


Figure 11. Model construction.

## 4. Result

### 4.1. Model Validation

In order to verify the applicability of the software model to the data set, the remaining $20 \%$ of the data are used as the basis for model validation, i.e., the predicted results are compared with the actual results, with the blue curve representing the actual value of the average daily flow and the red curve representing the predicted value of the average daily flow, as shown in Figure 12. In order to improve the prediction accuracy, a whole was created using the boosting algorithm and a sequence of models was generated by it for prediction. And compared to the standard reference model, the model sequence has a higher prediction accuracy although it takes longer to construct and score. For the goal of continuity of daily average passenger flow, accuracy is defined as the ratio of 1 minus the average absolute error in prediction (absolute mean of predicted value minus observed value) to the range of predicted value (maximum predicted value minus minimum predicted value), and the overall accuracy of daily average passenger flow obtained from the model summary is $94.6 \%$, as shown in Figure 13.


Figure 12. The fitting diagram of the predicted results and the actual values.


Figure 13. The overall prediction accuracy of the model.

### 4.2. Comparison of Prediction Models

Previously, some researchers used the CART regression tree to analyze the influence factors of subway passenger flow, but the results were not very good. Meanwhile, in order to maintain the uniformity of the model results, this paper chooses the CART tree model and the Chaid tree model in SPSS Modeler software 18.0 to predict the same data set. The idea of model construction is similar to the class neural network, as shown in Figure 14a,b.

For the CART regression tree, $80 \%$ of the data are still randomly selected as the training set and the remaining $20 \%$ as the test set. In this model's node attributes, the main goal is to enhance the model's accuracy by using boosting algorithm and a sequence of models was generated. Although it requires a longer training time, the enhancement method can significantly improve the accuracy of the decision tree model. After continuously adjusting the parameters, the maximum tree depth is chosen to be 16, pruned trees are selected to prevent data overfitting, and, finally, random seeds are clicked to be generated. The prediction accuracy of the final model output and the comparison curves with the actual results are plotted in Figure 14c,e.

For the Chaid tree model, the training set and test set division of the data remain the same as the other two. In the node attributes of this model, enhancement of model accuracy is still chosen as the main goal. The tree growth algorithm is chosen to be exhaustively Chaid, and the maximum tree depth is customized to be 17 . Due to the small sample size in this paper and for continuous targets, the method specified for calculating the chi-square statistic is the likelihood ratio. Finally, click Generate Random Seeds. The prediction accuracy of the model output and the comparison curve with the actual results are plotted in Figure 14d,f.

After comparing the model prediction results, the prediction accuracy of the CART tree model is $93.6 \%$, and the prediction accuracy of the Chaid tree model is $82.8 \%$, which indicates that the neural network-like model is significantly better than the other three models, and it can be better applied to long-term passenger flow prediction of rail transit stations in this study.


Figure 14. Model construction and predicted results. (a) CART tree model construction. (b) Chaid tree model construction. (c) CART tree prediction results. (d) Chaid tree prediction results. (e) Predicted and actual results for the CART tree. (f) Predicted and actual results for the Chaid tree.

### 4.3. The Importance of Influencing Factors

After prediction by the SPSS Modeler, the order of importance of the predictor variables is derived from the analysis module. In Figure 15, it can be concluded that the amount of bicycle connections has the strongest degree of importance for rail transportation passenger flow. Bicycle sharing is the most important transfer tool to solve the primary or last-mile problem of urban residents, and it is the main way to solve the problem of road traffic
congestion in large cities, reduce travel time, and improve travel efficiency. POI density, which ranks second in importance, is one of the main factors considered by the metro company when planning station locations and routes in the early stages, and the metro lines passing through or stations arranged in the vicinity of buildings and facilities with a strong attraction to the population bring a large number of passengers to the newly built stations. The last two factors, industrial area and residential area, have the least impact on passenger flow. The closer the city center is to the city, the higher the population is, and due to the special characteristics of the industrial buildings and facilities, they are located outside the city center, and the smaller population has less impact on the metro passenger flow. Residential areas are usually a certain distance away from subway stations, and residents often choose to share bicycles, walk to nearby subway stations, or go to bus stops closer to their residential areas and take buses to travel, so the proportion of residential areas has the least impact on subway passenger flow.

Importance of influencing factors


Figure 15. The order of importance of influencing factors.

## 5. Discussion

Previous studies on rail transit passenger flow forecasting focus more on model innovation and the lack of in-depth analysis of the input data, such as factors affecting long-term rail transit passenger flow, the network structure and distribution of stations, and the interaction between stations. Even though certain previous studies on related topics have chosen influencing factors that are more similar to those in this paper, they have not visualized the specifics of each influencing factor, nor have they provided a more objective and comprehensive explanation of why certain regional rail stations have a large distribution of that influencing factor. In addition, compared with previous studies, this paper also takes a more long-term perspective to explore the effect of how these factors have a long-term impact on passenger flow.

For example, this paper analyzes the reasons for the high number of bus stops in the eastern part of Batong Line through fieldwork. Combined with the specificity of Beijing's geographic location and the inner thoughts of the working population, this phenomenon will continue for a long time, and it is difficult to make temporary changes to it. Therefore, the number of bus stops in this area has a long-term impact on rail transit passenger flow. Various types of building facilities and existing subway stations will not be demolished in a short period of time, so they have a long-term effect on rail transit passenger flow in the neighborhood. After summarizing the importance of each influencing factor on passenger flow, this paper objectively and comprehensively analyzes why the number of shared bicycles and the proportion of residential areas are the most and least important
factors affecting the passenger flow of rail stations. Finally, this paper also divides the attraction features into different types of building facilities, visualizes them separately, and explains why they affect subway passenger flow.

This paper proposes that long-term factors affecting passenger flow of rail stations depend on metro network structure and the external environment of the stations and finds that the correlation between them is clearly demonstrated through visualized analysis. In terms of the metro network, when a new station is added, the increase in network nodes will destabilize the original network, leading to changes in passenger flow. In terms of the external environment of stations, different types of facilities will generate passenger flow, and various means of transportation around the stations also provide travelers with transport convenience. Therefore, it is necessary to have a comprehensive consideration of network topology characteristics and the external environment on passenger flow. This paper achieves over $90 \%$ accuracy in predicting passenger flow using SPSS Modeler software 18.0 and class neural networks, indicating that neural networks work well for nonlinear data prediction.

Therefore, in view of the fact that new rail stations require long-term planning for the next few decades, it is very necessary to analyze the factors that will have a long-term impact on passenger flow, especially for certain special areas, in order to provide substantial reference recommendations for the construction of rail stations.

## 6. Conclusions

This paper uses neural network modeling to determine the factors affecting the longterm passenger flow of rail transit and the relationship between them. First of all, this paper uses ArcGIS to clearly demonstrate the distribution and numerical value of each factor and finds that the number of factors at each station is positively correlated with the size of passenger flow at that station. In addition, a rail passenger flow prediction model based on a class neural network is constructed using an SPSS Modeler. After running the model, the results are shown in the form of multiple line graphs and attributes of factors, with a prediction accuracy of $94.6 \%$. After that, the Chaid tree model and the CART tree model are used for prediction, respectively, and the results show that the neural network-like model has a stronger reliability. Finally, the results of the model run also yielded a strong or weak relationship between these long-term influences and flow. This paper is able to demonstrate the interrelationship between several long-term factors and station passenger flow, predict the long-term passenger flow of current stations using the historical passenger flow data, and provide a strong reference for future urban planning and construction. The conclusions drawn are as follows:
(1) Topological characteristics of the subway network, the environment of stations, and the connection of transportation modes around stations can influence the passenger flow of stations. These factors have a long-term influence on the passenger flow of stations. As Beijing is special in geographic location, ArcGIS can better reflect the distribution of various factors in each place and also highlight the special geographic location of Beijing;
(2) The neural network method works well in predicting nonlinear data, such as spatio-temporal passenger flow. Due to the temporal and spatial characteristics of subway passenger flow, constant changes, and nonlinear characteristics, the artificial neural network used in this paper can make a good prediction on large-scale data processing and is easier to conduct;
(3) Different factors have different influences on subway passenger flow. The convenience of connection by shared bicycles and buses has the biggest influence on subway passenger flow. Due to the special geographic location of Beijing, the proportion of industrial area and the proportion of residential area around rail stations have the least influence on passenger flow.

This paper explores long-term factors affecting the passenger flow of rail transit and the correlation between them with the hope of providing guidance and suggestions for rail transit companies in planning and constructing new subway lines and stations, as well as
configuring the surrounding transportation transfer tools and providing a reference basis for the construction of a TOD smart city. However, this paper also has many limitations, for which more in-depth research is needed. First, it does not consider the long-term impact of origin and destination (OD) in a specific region on the rail transit passenger flow. In the future, it is necessary to consider the starting and ending points of travelers so as to more accurately grasp the travel pattern of passengers and improve the prediction accuracy. Second, as the passenger flow of rail transit is complex and varied, we may need to divide travelers into different age groups so that we may be able to investigate and analyze the factors that affect their choice of transportation modes to improve the accuracy of prediction and provide richer and more reliable input variables for this study. Third, because this paper focuses more on exploring the mechanism between factors and passenger flow, the design of the model is not novel enough due to the limitation of the SPSS Modeler; in the future, we will design a superior combined model so as to achieve an all-around analysis and prediction. Fourth, due to the ongoing construction of rail transit in Beijing, the subway line network and people's travel patterns are going through changes. It is necessary to analyze the passenger flow of more representative subway lines and stations in real time so as to more accurately assess the current development of Beijing's rail transit and effectively alleviate traffic congestion on urban roads and congestion in subway stations.
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