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Abstract: In applications reliant on image processing, the management of lighting holds significance
for both precise object detection and efficient energy utilization. Conventionally, lighting control
involves manual switching, timed activation or automated adjustment based on illuminance sensor
readings. This research introduces an embedded system employing image processing methodologies
for intelligent ambient lighting, focusing specifically on reference-color-based illumination for object
detection and positioning within robotic handling scenarios. Evaluating the system’s efficacy entails
analyzing the illuminance levels and power consumption through a tailored experimental setup.
To minimize illuminance, the LED-based lighting system, controlled via pulse-width modulation
(PWM), is calibrated using predetermined red, green, blue and yellow (RGBY) reference objects,
obviating the need for external sensors. Experimental findings underscore the significance of color
choice in detection accuracy, highlighting yellow as the optimal color requiring minimal illumination.
Successful object detection based on color is demonstrated at an illuminance level of approximately
50 lx, accompanied by energy savings contingent upon ambient lighting conditions.

Keywords: intelligent lighting; image processing; color-based object detection; robotics

1. Introduction

The efficient use and saving of electrical energy are as important as its generation [1].
Natural and artificial light sources are used in lighting, one of the most important usage
areas of electrical energy. Daylighting is a quality light source and has the best color
rendering ability. In order to save energy, it is necessary to make maximum use of daylight
and to use intelligent lighting systems in this context [2]. There are intelligent lighting
systems with commercial, energy-efficient and advanced features for sectoral needs [3].
Commercial intelligent lighting systems are systems with functional features, such as
on/off, dimming, monitoring and programmability. Energy-saving intelligent lighting
systems are systems, which consume less electrical energy, usually by working with the
help of some sensors within an algorithm and software. In advanced intelligent lighting
systems, in addition to energy saving, light quality control can be achieved by adjusting
features such as light intensity, direction, angle and distance with various algorithms and
artificial-intelligence-based applications [4–9].

Image-processing-based robotic systems are widely used in industrial areas for fast
and accurate detection, tracking and classification of objects for handling operations. With
a general definition, image processing is a technology, which enables some operations,
such as improvement, simplification, analysis and inference, with the help of various
algorithms by transferring a real image to digital media [10]. The classification of objects
based on image processing can be performed using shape-, motion-, color- and texture-
based methods [11]. Color-based classification methods are widely used because of the
high processing speed and success rate [12]. Determining the position of an object detected
in image processing algorithms is based on the principle of finding the centroid [13].
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Change in lighting conditions is an important issue in color-based image processing
applications [14]. Depending on poor ambient lighting, there are also factors, which
negatively affect the perception of objects, such as shadows and glare. Weak light causes
shadows, and strong light causes glare and discoloration of the object as a result of too
much reflection. In addition, application of light from a single point will increase the
shadow effect; therefore, it is preferrable to apply it from different points. When an object
receives a sufficient amount of light in illumination, it will appear in its original color
because it will reflect sufficiently [15]. In this respect, ambient lighting, the direction
and amount of light are important issues in terms of image quality, accurate detection of
objects and energy use [16,17]. In order to obtain successful results and save energy in
image processing, a minimum ambient light level must be provided. Light emitting diode
(LED) lamps are widely used in lighting applications due to their advantages, such as long
life, energy efficiency and fast switching [18]. In addition, LEDs are an ideal light source
because controls such as light intensity can be easily performed in image-processing-based
applications [19,20].

In traditional methods, ambient lighting is achieved by continuously turning on
the light source, manually turning it on and off as needed, using a timer, dimmer or
automatically measuring the illuminance level with the help of various sensors [16,21–25].
According to the literature research, it is observed that industrial applications based on
image processing for lighting and robotic systems are rapidly becoming widespread. In
Ref. [26], a design method was proposed for the positioning of light sources in order to
obtain good illumination in the scene viewed with an external light source, and a study was
carried out to support this suggestion with simulation results. In the study carried out in
Ref. [5], the authors designed an intelligent lighting system and enabled the visualization of
the change in the illuminance level with the help of real-time data. In Ref. [27], the authors
discussed the optimization of lighting conditions, camera height and colors by using
parameters such as light type, light intensity, light source height and camera height in an
adjustable way in citrus image processing. In Ref. [24], a study was conducted on the design
and implementation of a low-cost fluorescent lamp lighting system for the autonomous
robot workspace area. In Ref. [16], a study was conducted on automatic-lighting-method-
based images’ brightness quality analysis to achieve automatic control of illumination in the
motion of a robot under dark conditions. In Ref. [28], a mobile robot was designed for real-
time tracking of objects of different colors by using image processing techniques based on
the principle of finding the center of gravity, and its properties were examined. In Ref. [29],
in a Raspberry-Pi-based robot system designed for object tracking, the process of tracking
the object—whose real position is determined by finding the centroid with color-based
image processing using the open-source computer vision library (OpenCV)—was carried
out. In a study on color-based object tracking based on moment calculation with image
processing [14], simulation was performed with MATLAB/Simulink R2016a software, and
tracking of the red ball was achieved with a six-axis industrial robot. In Ref. [30], a study
was conducted to follow a 2D hexagonal object with a fuzzy logic controller robot using
image processing.

Within this investigation, an embedded system is devised, leveraging image process-
ing methodologies to facilitate intelligent ambient lighting anchored in reference-color
principles. This system is tailored for precise object detection and positioning within the
realm of robotic handling applications. The evaluation of system performance revolves
around scrutinizing the illuminance levels and power consumption parameters within a
meticulously designed experimental framework. To achieve optimal illuminance levels
without using any sensors, the LED-based lighting system’s power through PWM is ad-
justed against red, green, blue and yellow (RGBY) objects with known positioning—an
approach divergent from traditional methodologies.
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2. The Designed System
2.1. Overview of the System

The general view of the designed system is shown in Figure 1. In this designed three-
axis cartesian robot system, reference-color-based intelligent lighting is performed in order
to detect and position the objects on the platform with image processing. The designed
system is portable and can be used in a way, which does not directly expose an external
light source, which may cause reflection and glare. The general specifications of the system
are given in Table 1.
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Table 1. General characteristics of the designed system.

Characteristics Properties

Application area Object detection, positioning and classification

Working method Color-based image processing with intelligent lighting

User interface GUI (Raspberry Pi/Python)

Color definitions

Reference : Red, Green, Blue, Yellow (RGBY)/square (1.5 cm × 1.5 cm)

Robot : Yellow

Objects : Green (Good), Red (Bad)

Robot Three-axis cartesian robot

Robot controller Arduino Uno (GRBL firmware/G-Code) and CNC Shield

Platform lighting 12 V DC 780 mW white LED strip lamp (adjustable with PWM)

Gripper design On/off controlled electromagnet (12 V DC, 3 kg)

Platform dimensions 50 cm × 40 cm × 40 cm



Appl. Sci. 2024, 14, 3002 4 of 15

2.2. System Hardware

The general block diagram of the designed system is shown in Figure 2. The system
basically consists of a data acquisition and control unit, robotic platform, driver unit, user
interface and power supplies.
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A Raspberry Pi 4 mini-computer development board is used as a data acquisition and
control unit in the designed robot cell. In this unit, in addition to color-based image pro-
cessing, three-axis robot handling with G-Codes (RS-274, Geometric Code) and adjustment
of the ambient light level using PWM signal are provided. The Raspberry Pi development
board has a 1.5 GHz processor frequency, a 2 GB RAM memory, 40 general-purpose pins,
hardware PWM outputs and a camera serial interface (CSI) connection. Step motor, motor
driver and belt set are used for the three-axis movement of the robot in the robotic platform.
In the system, G-Code programming language instructions are generated depending on
the position information for the three-axis movement of the computer numerical control
(CNC) robot. In order to compile G-Code instructions, the free open-source GRBL firmware
installed on the Arduino Uno board is used. With the help of a GRBL-compatible CNC
Shield driver card, the motion direction and speed of the stepper motors are determined,
and the robot is positioned on the three axes [31–33].

The robot’s motion area is determined by creating a platform with an area of 30 cm × 30 cm
at the base of the robot cell. In addition, an electromagnet placed on the Z-axis of the robot is used
for handling operations in the system. The cylindrical (r = 2 cm, h = 2 cm) electromagnet, which
has the feature of attracting metals with the magnetic field created due to the electric current
passing through the coil wound on the core, works at 12 V DC and has a load-carrying capacity
of 3 kg [34].

In order to take platform images in the system, an 8 Mp Pi Camera module connected
to a Raspberry Pi 4 development board via a 15-pin CSI connector is used. The camera
module is placed in the ceiling center of the robot cell at a height of 32 cm from the
platform surface and with a bird’s eye view from above. For the platform lighting, a white
12V 780 W DC strip LED with a diffuser, driven via adjustment of light intensity with the
PWM signal, is used. The U-shaped LED strip lamp is fixed to the robot cell at a height of
28 cm from the platform surface, lighting the platform from the front, under the camera.
For the base platform of the robot cell, a non-reflective white matte plastic background
used in photography is used. In addition, for experimental studies, the robot cell is covered
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with a black fabric, so that ambient lighting is not affected by environmental natural and
artificial light sources.

In Figure 3, the block diagram of the closed-loop control system for adjusting the
platform illuminance level is shown in the designed system. With the feedback, the electrical
power level of the system is adjusted by making the necessary corrections depending on
the error, and in this way, the illuminance level is obtained at the desired value. In the
designed system, control is performed depending on the error rate between the RGBY
reference object coordinates and the coordinates obtained as a result of image processing in
determining the minimum illuminance level required for color-based image processing.
The power of the lighting system is adjusted by reference to RGBY objects, whose actual
centroid positions are known before, without the need for an external sensor or device in
the system.
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In the designed robotic system, a MOSFET-based driver circuit controlled by Raspberry
Pi is designed (Figure 4). With this driver circuit, the power required for the LED strip lamp
and the electromagnet is provided. An electromagnet working at 12 V DC is used for the
handling process in the system. With the on/off control for the electromagnet, objects can
be held and released. In industrial applications, high-efficiency switching mode converters
are preferred instead of linear regulators for LED drivers [35]. With the MOSFET switching
in the driver circuit, the 5 V DC PWM signal is converted to the 12 V DC PWM signal
required for the LED strip lamp.
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In a lighting system where the PWM signal is used, the desired light intensity is
adjusted by quickly switching the power provided for the LED lamp on and off. The basis
of PWM is based on the principle of applying a square wave digital signal—whose pulse
width is adjusted at a certain frequency—to the load. In this respect, signal frequency and
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duty cycle are important parameters in the use of PWM. The duty cycle (D) is expressed as
in Equation (1) by considering the high time of the pulse (Ton) and the low time of the pulse
(Toff) in a digital signal [36,37]. By changing the current between 0 and Imax in proportion to
the value, which D will take between 0 and 100 in the system, the electrical power applied
to the LED strip lamp, and thus the lighting intensity, can be adjusted. Thus, the electrical
power (PLED) of the LED strip lamp depending on the D value of the PWM signal can be
expressed in W as in Equation (2).

D =
Ton

Ton + To f f
100% (1)

PLED = VLED.Imax
Ton

Ton + To f f
(2)

2.3. System Software

The designed system software basically consists of an interface and embedded system
software, which provides image processing, lighting and three-axis cartesian motion. A
Debian-based Raspberry Pi OS (Raspbian) operating system is installed on the Raspberry
Pi 4 mini-computer, which is used as a data collection and control unit in the system. The
interface software is coded in Python programming language, and OpenCV library is used
for image processing, object detection and coordinate determination [13,38]. In order to
process the G-Code instructions and position the three-axis robot in the system, an Arduino
Uno micro-controller board—which works as a CNC controller and is loaded with GRBL
firmware—is used [32,33].

A screenshot of the developed software for the robotic platform is shown in Figure 5.
Here, the (X, Y) coordinate information is placed on the image taken with the camera with
a resolution of 1024 × 768. The platform coordinates are determined as follows: Origin
XO, YO (0, 0), top left −X, +Y (−200, +200), top right +X, +Y (+200, +200), bottom left −X,
−Y (−200, −200) and lower right +X, −Y (+200, −200). The Park (Home) and Waste area
coordinates are also available on the platform. As seen in Table 2, RGBY reference objects,
whose actual centroid positions on the platform are known beforehand, are used to adjust
the illuminance level. Depending on the color-based processing of the obtained image, the
detected objects are expressed as follows: Robot (Yellow), Good (Green) and Bad (Red). In
addition, the electromagnet placed on the robot head in order to be able to handle objects
has the ability to move in the vertical axis (Z).
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Table 2. RGBY reference objects and their actual centroid positions in the designed system.

Reference Object
Actual Centroid Position

Xr Yr

R—Red Object −20 250
G—Green Object 20 250
B—Blue Object −20 230

Y—Yellow Object 20 230

An interface software was developed to ensure that bad objects detected on the robotic
platform are taken to the waste area. Figure 6 shows the flowchart for the operation of the
interface software algorithm. In the developed algorithm, first, the required illuminance
level is provided by creating controls for the RGBY reference objects, whose actual centroid
positions on the robotic platform are known. For this process, the minimum illuminance
level for image processing is adjusted by increasing the power of the LED strip lamp with the
PWM signal. The control of lighting power is performed depending on the error between the
actual centroid values of RGBY reference objects predefined in the software and the centroid
values instantly detected and calculated based on image processing. With the correct finding
of the reference centroids, robot and object detection is performed on the platform. When an
object is found on the platform, the centroid is determined based on image processing, and
the resulting G-Code instructions are sent to the CNC controller according to the working
status. In this way, it is ensured that the robot moves to the centroid of the detected bad object.
Within the scope of the handling process, the bad object is picked up with the help of an
electromagnet and taken to the relevant place and left. If there is no bad object, the robot is
allowed to go to the predetermined parking area and wait.

Figure 7 shows the flowchart of object detection and position determination based
on reference-color-based image processing. In the algorithm, first of all, color selection,
hue–saturation–value (HSV) color space lower and upper limit values and minimum area
size settings for object detection are performed [39,40]. The HSV color space model lower
and upper limit ranges for RGBY reference colors used in the designed system are shown
in Table 3. After the initial settings, an image of the robotic platform is taken with the
help of the camera connected to the system. Then, Gaussian blur filtering with the size
of 11 × 11 is applied to remove details and noise from the image. In OpenCV, instead
of the RGB color format, the blue-green-red (BGR) color format—in which the colors
are arranged differently—is used [13]. However, since better results are obtained in the
detection of colored objects in image processing applications, the image is converted from
BGR color space to HSV color space [41]. Depending on the defined color and its range,
masking is performed. In the morphological transform stage, the image is rearranged by
performing edge erosion and dilation to remove noise from the image. In this stage, a
3 × 3 rectangular structuring element is used by applying the erosion and dilation operation
twice, consecutively. A contour is created to increase the distinguishability of the detected
colored regions. By entering into a loop, a frame is drawn for each contour, which provides
the minimum area size for object detection, and then, the centroid is found with the help of
moment calculations. In the last stage, the (X, Y) coordinate for the two axes is determined
for the valid contours, and the reporting process is performed. Mathematically, the position
determination for each contour is performed by calculating the zeroth and first moments of
the coordinates (X, Y) in Equation (3) and the centroid in Equation (4) [42].
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M00 = ∑x ∑y I(x, y) M10 = ∑x ∑y x.I(x, y) M10 = ∑x ∑y y.I(x, y) (3)

xc =
M10

M00
yc =

M01

M00
(4)
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Table 3. Color ranges of the HSV color space model for RGBY reference colors in the designed system.

Reference Color Lower Limit
(H, S, V)

Upper Limit
(H, S, V)

R—Red (160, 100, 100) (179, 255, 255)
G—Green (38, 100, 100) (75, 255, 255)
B—Blue (75, 100, 100) (130, 255, 255)

Y—Yellow (22, 100, 100) (38, 255, 255)

3. Results and Discussion

In order to determine the performance of the designed system, an experimental setup is
created, in which current, voltage and illuminance measurements can be performed in the
system (Figure 8). Here, the digital luxmeter is used to externally measure the illuminance
level for the robotic platform. In addition, the power consumed by the LED strip lamp
is determined by obtaining current and voltage measurements with a True RMS digital
multimeter. In the experimental study, in order to obtain the colors properly, the illumination
is performed with white light, and a low-reflection white background is used on the platform
floor. Within the scope of the study, the system is covered with a black fabric cover in order to
eliminate the effects of external environment, such as reflection and glare.
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Figure 8. Experimental measurement setup.

In the experimental study, first, the switching performance of the driver circuit used
to adjust the platform illuminance level is examined. For this purpose, the power change
in the LED strip lamp driven by the MOSFET-based circuit depending on frequency and
duty cycle change in the PWM signal is investigated. In the experimental setup, the power
changes applied to the LED strip lamp depending on the duty cycle value for the PWM
frequencies 100 Hz, 1 KHz, 5 KHz and 10 KHz are obtained (Figure 9). In the lighting
system, in order to minimize flicker, the LED strip lamp is driven using the hardware PWM
output on the Raspberry Pi GPIO18 output. In a PWM application, the flicker effect on
LED lighting decreases as the frequency increases and cannot be perceived visually, as it
exceeds 100 Hz. In this respect, the PWM frequency of the driver circuit in the designed
system is determined as 1 KHz because it is closest to the ideal. In order to perform the
switching properly depending on the duty cycle at higher frequencies in the system, it is
necessary to drive a double MOSFET separately for the pulse, on and off.
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In the second stage of the experimental study, the changes in platform illuminance
level depending on electrical lighting power are investigated for different environmental
initial illuminance level (Ei) values. For this purpose, the Ei on the platform is adjusted
separately as 0 lx, 50 lx, 100 lx, 150 lx and 200 lx by utilizing the daylight condition and
using a black cover. For each Ei value, the electrical lighting power of the LED driver
circuit is adjusted to the required value by changing the duty cycle of the 1 KHz PWM
signal. The platform illuminance values obtained in this way are measured with a digital
luxmeter (Figure 10). In the lighting system, when Ei = 0 lx at the beginning, the PLED value
is adjusted to between 0 and 780 mW with the help of the PWM signal, and it is observed
that the obtained E increases approximately linearly between 0 and 163 lx.
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In the third stage of the experimental study, the minimum platform illuminance levels
required for color-based image processing for object detection processes are investigated
according to different colors. For this purpose, while the initial platform illuminance level
is 0 lx, the minimum illuminance level (Emin) values—where successful results are obtained
in image processing—are measured with a digital luxmeter by adjusting the electrical
illumination power with the PWM signal for RGBY-colored objects with a diameter of
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2.5 cm (Figure 11). Among the colors used in the experimental study, it is observed that
yellow (Emin = 21 lx) is the color with the lowest illuminance level and therefore requiring
the least energy consumption, followed by green (Emin = 32 lx), red (Emin = 40 lx) and blue
(Emin = 50 lx) colors, respectively. In addition, based on Figures 10 and 11, it is concluded
that working with the Yellow object in the system when Ei = 0 lx provides 34%, 48% and 58%
electricity savings compared to the Green, Red and Blue objects, respectively. Additionally,
Table 4 shows the images obtained for different colored objects at various illuminance levels
and their detection status.
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Table 4. Images obtained at various illuminance levels for objects and their detection status.

Object Detection Status

E = 0 lx E = 10 lx E = 21 lx E = 32 lx E = 40 lx E = 50 lx E = 100 lx

RGBY
Reference Colored

Objects
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In the fourth stage of the study, the system illumination speed for the detection of
RGBY reference colors is examined. When Ei = 0 lx on the platform, the times taken to
achieve the minimum illuminance level are 1.33 s, 2.17 s, 2.67 s and 3.26 s for the yellow,
green, red and blue colors, respectively (Figure 12). It can be said that lighting control in
the developed RGBY reference-color-based system is slower than traditional sensor-based
methods. This is because the illumination speed, which is controlled by a software in the
system, is directly related to the performance of the computer used in the design, which
suggests that using a more powerful computer would increase this speed.
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In the last stage of the study, the electrical lighting power values consumed by the
system depending on the environmental illuminance level are investigated for object
detection and position determination. For this purpose, the required electrical power
values consumed (PLED) by the LED strip lamp are obtained by operating the system for
different Ei values between 0 and 100 lx (Figure 13). While the Ei value in the system is
0 lx, the power consumed by lighting is approximately 225 mW. This consumed power
decreases inversely with the Ei value and becomes 0 W by turning off the electrical lighting
power above 50 lx.
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4. Conclusions

In this study, an embedded system with reference-color-based intelligent ambient
lighting is designed for image-processing-based object detection and position determination
in robotic handling applications. In this system, it should be noted that an adaptive lighting
process based on the detection of RGBY reference objects with color-based image processing
is performed without the need for any hardware, such as an external sensor/device.
Thanks to image-processing-based object detection via the provision of adaptive lighting
according to the color of the workpiece in the system, energy savings in ambient lighting
are maintained, and the negative effects of over-lighting are eliminated.

Based on the experimental findings, it became evident that color choice played a
pivotal role in the detection process, with yellow requiring the lowest illuminance level
among the tested colors. The following yellow, green, red and blue colors were observed
to require progressively higher illuminance levels. It was deduced that the detection of
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blue-colored objects under white lighting against a white background required higher
illuminance levels. Thus, employing a blue-colored object as a reference enabled the deter-
mination of the optimal illuminance level for object detection. Within the system, successful
color-based object detection was achieved at an illuminance level of approximately 50 lx,
with power requirements ranging from 0 to 225 mW, contingent upon ambient lighting
conditions. This underscored how an intelligent lighting system adjusts the illuminance
level based on environmental factors, thereby curbing energy consumption in industrial
settings. Consequently, it was evident that an intelligent lighting system ensures a mini-
mum level of illumination tailored to environmental conditions, thus leading to reduced
energy consumption in industrial settings.

Considering some issues in the implementation of the work, some improvements
could be made in the system in the future. On the platform, detection was carried out in the
XY plane only with the top view and illumination, without taking into account the height
of the objects. In future studies, 3D objects could be detected via illumination and image
acquisition from different directions and angles. If desired, it would be possible to use
other non-standard colors similar to RBGY reference colors by defining HSV color space
ranges in the software. Object detection and localization operations could be performed on
the images obtained via instant lighting in the form of flash in order to save more energy
on platforms where only robots are used and where there is no human-eye tracking.
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