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Abstract: With the development of space detection technology, the detection of long-range dark and
weak space targets has become an important issue in space detection. Cross-strip anode photon
imaging detectors can detect weak light signals with extremely low dark count rates and are well
suited to applications in long-range target detection systems. Since cross-strip anode detectors are
expensive to develop and fabricate, a theoretical analysis of the detection process is necessary before
fabrication. During the detection process, due to the dead time of the detector, some photon-generated
signals are aliased, and the true arrival position of the photon cannot be obtained. These aliased
signals are usually removed directly in the conventional research. But in this work, we find that these
aliased signals are not meaningless and can be applied to center of mass detection. Specifically, we
model the probabilistic mechanisms of the detection data, compute the average photon positions
using aliased and non-aliased data and prove that our method provides a lower variance compared
to the conventional method, which only uses non-aliased data. Simulation experiments are designed
to further verify the effectiveness of the aliasing data for detecting the center of mass. The simulation
results support that our method of utilizing the aliasing data provides more accurate detection results
than that of removing the aliasing data.

Keywords: cross strip anode; single-photon detection; center of mass detection

1. Introduction

Since photon-counting imaging detectors can detect weak signals, they can be applied
to quantum communication, sensing and metrology [1]. Moreover, photon-counting imag-
ing detectors can be used to measure the electric field of terahertz radiation [2], detect the
composition of dark matter [3] and carry out low-light-level time-resolved fluorescence mi-
croscopy [4-9]. In order to improve the efficiency and quality of the detection, researchers
are constantly improving and refining the detectors [10].

In photon-counting imaging detectors, the dark count rate and readout noise are very
important factors that affect the detection accuracy. A very low dark count rate and very
low readout noise means that the detector can record the echo signal very accurately, even
if the echo signal is very weak. A cross-strip (XS) anode detector based on a microchannel
plate (MCP) and a position-sensitive anode has a very low dark count rate and very low
readout noise. The XS anode detector was first proposed and successfully developed by
Siegmund et al. at the University of California, Berkeley, in 1998 [11]. The anode design,
imaging simulations and imaging algorithms for XS anodes continued to be investigated
over the next 20 years or so [12-16]. To the best of our knowledge, an XS detector can
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achieve a high spatial resolution of 5-25 um and a high count rate of 10” counts/s, and
an XS detector has a long lifetime. XS anode detectors, with their excellent properties,
are used in long-range space exploration systems such as the World Space Observatory-
Ultraviolet (WSO-UV) [17] and the Colorado High-Resolution Echelle Stellar Spectrograph
(CHESS) [18].

The XS anode is a charge-splitting anode consisting of multiple layers of strip elec-
trodes and ceramic insulation. The XS anode receives the electron cloud emitted by the
MCP stack using independent microstrips as the charge-splitting electrodes, each con-
nected to an identical and independent circuit detector [19]. As shown in Figure 1, a photon
is incident on a photocathode through a window. The photocathode converts it into a
photoelectron, which is multiplied by the MCP stack into an electron cloud containing
about 107 electrons. The electron cloud from the MCP stack falls onto the XS anode, and
the charge of the cloud is collected by the electrodes of the anode. Furthermore, the charge
pulse signals are amplified using a front-end charge amplifier circuit and then digitized
using a digital acquisition circuit and transmitted to a host computer. Finally, position
decoding of the incident event is required to obtain the position coordinates of the photons
arriving at the detector. Various algorithms can be used for position decoding [20-22],
such as the Gaussian three-point center of mass algorithm, center of gravity algorithm,
Lorentzian algorithm, Parabola algorithm, Hyperbolic cosine algorithm, weighted center of
gravity algorithm, ratio method, generalized ratio method, generalized method and so on.

Incident photon — =\
\

Tube window with photocathode \é//J\"\

g

Photoelectron

MCPstack ——

Charge cloud

Charge distribution on strips

Figure 1. Schematic diagram of XS detector structure.

In conventional XS detection, the detector receives the photons emitted by the target
and accumulates the number of photons per pixel to produce an image. When an XS is
used for target localization, more attention is often paid to the location of the center of mass
of the detected target. In the imaging process, an object point does not correspond to a
sharp point on the image plane but diffuses into a spot. Even a small object can diffuse
into a larger spot on the detector’s image plane, making it difficult to distinguish the
exact location of the object. This detection method requires that the time interval between
two photons arriving at the detector in close spatial proximity be greater than the dead
time. Otherwise, the signals generated by the two photons will be superimposed during
Gaussian shaping. The aliased signals result in the detector not being able to correctly
obtain the position of the photons. These aliased data are generally regarded as noise and
are rejected in conventional XS detection.

Using conventional detection methods, the percentage of aliased data increases as the
number of photons emitted by the target increases. This leads to more data being removed
and can seriously reduce the efficiency of detecting the target’s center of mass. For a given
requirement for detecting errors, longer detection times are required. The conventional
methods make it difficult to localize targets that emit too many photons because the aliasing
data make up the majority of the overall data. Attempts need to be made to attenuate or
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limit the photon count. However, even in the case of small photon counts, aliasing the data
may occur.

To handle aliased data for a Charge-Coupled Device (CCD) detector, there exist feasible
ways [23,24] to separate the aliased signals into several independent ones. But for an XS
detector, it is hard for us to accurately separate the aliased data, especially considering
the complex correspondence between the X and Y coordinates. Specifically, the XS anode
consists of some anode strips in the X direction and some anode strips in the Y direction.
When an electron cloud generated by a photon falls onto the XS anode plane, we can only
obtain the charge of each anode strip. As shown in Figure 1, one anode strip can only obtain
one set of charge data. We need to use these data to calculate the center of mass position of
the photon. The processes of calculating the center of mass in the X direction and the center
of mass in the Y direction using these data are completely independent. When there is only
one photon in a single acquisition result, the X coordinate and Y coordinate of the center
of mass can correspond. When two or more photons are included in a single acquisition
result, as shown in Figure 2a,b, even if the center of mass can be calculated, it is very hard to
realize the correspondence between the X and Y coordinates, and thus the actual positions
of the photons cannot be obtained.

In the detection process using an XS detector, each acquisition does not produce an
image. Our goal is to employ the detector for target localization instead. For the center of
mass detection problem and the target localization problem, neither the exact separation
of the aliased data nor of the one-to-one X and Y coordinates is necessary. In this paper,
we attempt to directly utilize aliased data to solve center of mass detection and target
localization problems. For aliasing the data generated by the superposition of multiple
photon signals, this paper analyzes their generation and data composition and finds that
these aliasing data can be used for center of mass detection. In this paper, simulation
experiments are designed to verify the effectiveness of aliasing data for center of mass
detection. This means that in center of mass detection, the effect of the dead time on the
detection results will be greatly reduced, and the number of photons need not be limited.
In the simulation experiments, the results of retaining the aliased data for center of mass
calculations are more accurate than the method of removing the aliased data for the same
detection time. In long-range target localization problems based on cross-strip anode
detectors, the retention method can obtain the target center of mass more efficiently and
accurately. The retention method reduces the time required for detection and can be applied
to objects with different brightness levels.

Our research can provide some guidelines and support for the design and fabrication
of XS detectors. We can add a new mode of operation to the detector. When the detector is
working on target localization, we need the detector to acquire and output both aliased
and non-aliased data. When the detector is used for other tasks, it only needs to output
non-aliased data. Besides the design of new XS detectors, our work also has potential
applications in the future to star sensors and detection in the Earth’s shadow. A target in
the Earth’s shadow is usually dark because it cannot reflect sunlight. We can use a laser
to illuminate the target for localization. Compared to conventional CCD-based detectors,
XS detectors have the capability for a single-photon response, low readout noise and a
very low dark count rate. As shown in this work, by using our proposed center of mass
algorithm, an XS detector without a high-power laser requirement could provide accurate
localization for dark targets. Star sensors with XS detectors can obtain a space vehicle’s
attitude by detecting the center of mass of stars at different positions. By applying our
algorithm to star sensors, we can achieve efficient detection of the space vehicle’s attitude.
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Figure 2. Electron cloud produced by two photons at the XS anode. (a,b) shows two possibilities of
photons arriving corresponding to the same charge distribution.

2. XS Detector Targeting for Passive Imaging Detection

In passive imaging detection, detectors continuously receive the photons emitted by
the target and further generate electron clouds on the anode. The center of mass of the
electron cloud is calculated from the charge of the anode to obtain the arrival position of the
photons. Moreover, the position of the detected target can be calculated from the photon
arrival position data. In the XS detector, the readouts in the X direction and Y direction are
completely independent of the arrival position of the photons, and the calculation methods
are exactly the same for these two directions. In the following, we mainly analyze and
discuss the computation for the X direction.
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We assume that the rate s (in Hz) at which the detected target emits photons to the
detector is constant. Affected by the quantum efficiency 7 of the detector, some of the
photons cannot realize photoelectric conversion. The effective number N follows a Poisson
distribution [25,26] for photons reaching the detector in time #:

N ~ Poisson(sty) (1)

We denote the position of the detected target in the pixel as (x;,y;) and the standard
deviation of the diffusion spot produced in the detector plane as ;. Due to diffraction
in the optical system with a finite aperture, the image of a point target at infinity can
be characterized by a point spread function, referred to as a diffusion spot in this paper.
Previous studies [27-29] have approximated this point spread function using a Gaussian
distribution. We propose that the probability density of the photon arrival positions is
directly proportional to the light intensity distribution of the diffusion spot. Consequently,
each photon arrival position (x;,y;) is approximated as following a Gaussian distribution.

! (% = x0)* + (v —va)*
p(xjy;) = 2702 exp[— 202 ] (2)

Its marginal distribution in the X direction is as follows:
1 (xj — xq)?
p(x;) = V2ro eXP[—T'rz} 3)

When a photon is received by the detector, the photon generates an electron cloud on
the anode, and each electron cloud covers a number of anode strips. The subsequent signal
processing system processes the charges collected from the anode strips to obtain their
center of gravity positions. In this paper, a center of gravity algorithm is used to obtain the
photon position.

In the case of no aliasing, the position of the center of mass of the electron cloud
produced by the photon is denoted as (x1,y1). The charge density of each electron cloud
produced at the anode approximates a Gaussian distribution. The charge density of the
electron cloud generated in the X direction is:

N2
plx) = FL expl— 5 @

where Qy,,; denotes the total charge generated by one photon at the anode, and ¢, denotes
the size of the electron cloud. Since the width of the electrode is much smaller than the
size of the electron cloud, the charge collected at the i-th electrode in the X direction can be
approximated as:
iP+4
Qi= [ px)dx=p()d ®

: d
iP—3

where d is the electrode width and iP — % <¢<iP+ %. In this paper, we choose ¢ = iP to
obtain Q; [19].

L Qrotal (iP— xl)z
Ql - \/EO'E ex [_ ZUgZ ]d (6)

where P is the anode spacing corresponding to eight detector pixels.
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Similar to the center of gravity algorithm calculation [20], we adopt Formula (6) for
computing the center of mass without considering the noise:

M
p '21 1Qi
- 7)

=

M
X Qi
i=1

In the M-point center of gravity algorithm, we can consider only the electrode with the
largest charge and its M — 1 nearest-neighbor electrodes [20]. Combined with Equation (7),
we have: y

o[ (P=x1)?
. Pigl Fexpl 20¢ ) ®)
X1 =
I\Z/I: exp[_ (inx1)2]

7
i=1 20¢

The conventional detection methods have to deal with aliased data, and they dis-
tinguish and remove these data according to waveform shape analysis since they cannot
obtain the correct position of the photons. Specifically, it is well known that aliased signals
may occur, except that the interval between the arrival times is greater than the dead
time [30]. More than one photon may arrive during the dead time, and an aliased signal
occurs when the positions of these arrived photons are close.

This aliased signal interferes with the subsequent signal processing and leads to incor-
rect photon positions. The conventional detection processes usually remove these aliased
data and have to increase the detection time in order to obtain enough non-aliased signals.

Assume that K; non-aliased data and K3 aliased data are captured in one detection.f;,
£2,..., £k, denotes the K; non-aliased data. £/, £5,. . ., 32%2, denotes the K, aliased data. The

removal method removes the K, aliased data, and the mean value X of £1, £,,. .., Lk, is
used to represent the estimate of the object position x,.

Indeed, these aliased data are useful for center of mass detection. The signal super-
position of two photons is analyzed as an example. (x1,y1) and (x2,y2) denote the arrival
positions of the photons that are received in dead time, which is the minimum time required
for the detector to separate two photons. In this paper, dead time refers to the shaping time.
Under some conditions, the count rate [31,32] of the XS detector can be %, where t; is the
dead time of the detector.

The anode collects the charge generated by the two photons. The charges from the
two photons collected by the i-th electrode in the X direction are Q;; and Qj, respectively:

Q ota 1 P — §
Qi = \t/%(%)exp[—(lzggl)] )
Qtotal (2) (lP B x2)2 ]d (10)

n = L exp[————F
QZZ /727_[0% P[ 20_82

Aliasing occurs when the time interval between the arrival of two photons is less than
the shaping time. Superposition occurs during the subsequent signal processing. The signal
processing system includes a charge-sensitive amplifier, a Gaussian shaping amplifier, an
analog-to-digital converter and an FPGA for signal acquisition, peak extraction, and data
transmission. The charge-sensitive amplifier converts the output of each anode into a
negative exponential voltage signal. The charge-sensitive amplifier output is amplified
and rectified by the shaping amplifier to approximate a Gaussian voltage signal with most
of the noise filtered out. An analog-to-digital converter digitizes it to complete the peak
extraction. The signal processing process is discussed in detail in [30]. Gaussian-shaped
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signals usually have the same waveform shape, which is approximated in this paper using
the following function:

0 ,t< -0

t) = 2 11

FO =\ 1 ) exp[~ 558 > 1, (a
2 2

where 1 and [; are two hardware parameters, determined by the specific amplification
circuitry of the detector, which can be measured during the detection process. The constant
I; is the scale parameter. The constant I, determines the width of the waveform, and a large
width of the waveform could result in a long detector shaping time. t represents time. The
arrival time of the photon determines the offset of the waveform, and the charge collected
by the anode determines the peak of the waveform. The waveform is Q;; f(t — t1), where
t; is the arrival time of the photon, and Qj; is the charge collected by the anode.

In Figure 3, at time t1, the peak of the curve Q;; is arrived at, followed by f;, the
peak of the second curve Q;; being arrived at. The peak of the superimposed waveform
is attained at time ¢;, which is between ¢; and t,. When the signal reaches a predefined
threshold, sampling begins, marked as moment 0 in the figure. The sampling period lasts
200 ns, and the waveform is truncated at the end of this duration. In practical detection, the
detector can separate two photon events when the time interval between them is greater
than the shaping time. We model the peak after superposition as a linear combination of
the charges of the two signals:

Qi = Qaf(ts — t1) + Qinf (ts — t2) (12)
12 : : :
............... Q,
Qi2
T o qum i

Amplified signal(V
o o
S (e}

//
02} / .
/
/
,” //
0 / L / 1 1 i
0 50 t1 100 ts t2150 200
Time (ns)

Figure 3. The schematic diagram is the waveform superposition process during Gaussian shaping.
Qj1 and Qjp are two waveforms before superposition. Qs is the waveform after superposition. The
peak of the superimposed waveform is attained at time t;, which is between ¢; and ¢,.

Time ts may change according to different anode strips. In the theoretical analysis, in
order to simplify the model, we only consider the case where the positions of two aliased
photons are very close to each other, and we assume that the time ¢, is constant. In the
simulation experiments, we consider t; a variable in order to make the simulation closer to
the actual detection.

The final charge is obtained as a linear combination of the two charges. We denote
f(ts —t1), f(ta —ts) as ky, ky, respectively. We use £’ to denote the result of a single
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acquisition in the case of aliasing. For the aliased signals, the center of gravity position is
also calculated using center of mass Formula (7) in the following form:

M
P} iQ;
= (13)
;1 Qi

Substituting Equations (9), (10) and (12) into Equation (13) gives Equation (14):

M (zP x1 (iP—xz)2
P'Z 1 Qtotal(l) eXP[ }kl + Qtotﬂl( )eXP[* 2072 }kZ
P = (14)

E{Qtotul( )exp[ (lP X1 ]k1+Qt0tul( )exp[_(il);é;)z]kZ}

i=1

There exists k3 satisfying Equation (15):

2 M . 2
X iP—x
Zexp 2(,2) —ksgexp[—( 2%21)] (15)

Substituting Equations (8) and (15) into Equation (14) gives Equation (16):

. Dk 5 k3Qrotar (2)k2 N
£ = Qtotal( 1 £ 4+ 3K tota £ 16
Qtotal(l)kl + Qtotul(z)k2k3 ! Qtotul(l)kl + Qtotal(z)ka?) 2 16)
We organize Equation (16) to obtain Equation (17):
)2/ o Qtotul(l)kl 5@] + [1 . Qtotal(l)kl (17)

= x
Qtotal(l)kl =+ Qtotul(z)k2k3 Qtotal(l)kl =+ Qtotal (2)k2k3] z

The aliased data collected in one experiment are £}, £5,. . ., J?}(Z. We denote the j-th data
point as 3?; Even if Qyota1, k1, k2 and k3 are different for each acquisition, there exists ¢; in
the range of [0, 1] such that Equation (18) holds.

¥ = ¢t + (1) (18)

£;1 and £, are the two positions computed using the detector under the condition
of no aliasing. In real measurement, the value #/ is calculated as the center of gravity of
the truncated sum. When no aliasing occurs, the estimates of each photon position are
independent and identically distributed with the same expectation E(£) and variance D (%)
according to Equations (3) and (8).

We use the mean of all the data to represent the estimate of the object position x,.

Ky K»
Y XA]' + Y £/
?/ o j=1 j=1 ! (19)
- Ky + K,

Our expectation of and the variance of the residual difference between the estimated
value and the actual object position satisfy the following equations:

</

E(X —x,) = E(X —x,) (20)

D(%)

DX —xalc1, ... cx,) = ——L
(Kt Ky)

Ki+d+... 4+ +1—ca)+...+(1-cx) 1)
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where D(W|Z) is computed using E <(W - EW)2|Z> for two random variables W and Z.

/ —

D(X _xa) :E(D(X/—XH|C1,C2,...,CK2)) (22)

Combining Equations (21) and (22), we have Equation (23):

P 2 {K1 +E[G+(1—c))] 4.+ Eleg, + (1- CKZ)Z]} @)

P =) = k)

Since c; is in the range (0, 1), CJZ + (1- c]-)2 <1,E [cjz +(1- cj)z} <1,

D(X — %) < K?fllz (24)
For the removal method, X
D(X — x,) = ng) (25)
Obviously,
D(X - x,) < D(X = x,) (26)

As shown in inequality (24), our methods retaining the aliasing data have less variance
compared to the conventional methods that remove the aliasing data.

3. Simulation Experiments and Discussion

An XS detector is selected with 40 anode strips in the X direction and 40 anode strips
in the Y direction for the simulation experiment. Due to each anode spacing corresponding
to 8 pixels, this detector can achieve a 320 x 320 resolution. The quantum efficiency of
the detector is 0.2. The time of each simulation experiment is T. The dead time of the
detector tq is 200 ns. The position of the detected target is (x4, y,). The diameter D, of the
optically dispersed spot in the detector is 5P, and o = D, /6. The rate at which the detected
target emits photons to the detector is s. The diameter D, of each electron cloud is 5P, and
0e = D, /6. The software we used is MATLAB 2020b. The computer device for running
the software is based on the Windows 10 operating system with 16 GB of RAM and an
Intel(R) Core(TM) i7-10875H CPU (2.30 GHz). The steps of the simulation experiment are
as follows:

1. The position of the detected target (x,, y,) is randomly selected, and after this position
is determined, it does not change during the simulation experiment.

2. Randomly generate the arrival time of the photon. On average, one photon is received
by the detector every 1/(sy) nanosecond. The photons’ arrival intervals obey an
exponential distribution with parameter 1/(s#). During the experimental time T, the
arrival time of the photon is continuously generated, while the number of photons
received by the detector is determined.

3. Randomly generate the arrival position of each photon according to the Gaussian
distribution of Equation (2).

4. Obtain the charge distribution generated for the anode. As the number of collisions
of electrons with the inner wall of the channel within the MCP and the number of
electrons produced per collision varies, the total amount of electrons output will be
different. The distribution of the charges generated at different voltages is studied
in [33]. A curve with a voltage of 3150 V is chosen for the next simulation, and the
curve is approximated using a Poisson distribution. Qy,,; is randomly generated for
each photon according to this distribution. The charge distribution produced by each
photon at the anode is obtained.

5. We determine whether the photons are aliased or not by checking the photon arrival
time interval. If no photon arrives within 200 ns after the arrival of a certain photon,
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this photon is considered one non-aliased data point. Otherwise, all the photons
within these 200 ns as a whole are considered one aliased data point. For the pho-
tons that do not undergo aliasing, we calculate their arrival positions according to
Equation (7).

6.  For the photons that have been aliased, the signals are superimposed onto a charge
amplification circuit and onto the Gaussian shaping. Their peak positions are deter-
mined, and the reading of each anode strip is obtained. We perform the truncation
during the signal processing. Specifically, for each aliased data point, we extract a
waveform with a time width of 200 ns. We process each waveform separately and
further obtain the peak of the waveform. We can further calculate the position of the
aliased data.

7.  Separately obtain the mean values of the data for the method of retaining the aliased
photons and the method of removing the aliased photons. Calculate the residuals of
the detection results.

8. In order to compare the differences between the two methods, for each T point, each
s point and each D, point, we repeated the procedure 1000 times. The accuracy of
the results is evaluated by calculating the mean and standard deviation using the
residuals obtained from the detection.

Different detection times are selected for the simulation experiments, and the results
are shown in Figure 4. The red line indicates the mean and standard deviation of the
residuals of the detection results for 1000 simulation experiments with the method of
removing the aliased data. The blue line indicates the mean and standard deviation of
the residuals of the detection results with the method of retaining the aliased data. The
vertical axis indicates the distance between the actual position of the detected target and
the detection results in pixels.

15F ' ' -
—&— Removing
—3&— Retaining
10 T 1
3
X
: _
S
i
5 - -
0 1 | 1 |
0 5 10 15 20

Detection time T (us)

Figure 4. Mean (markers) and standard deviation (error bars) of the distribution of residuals between
generated and reconstructed target positions versus detection time T at s = 10 MHz.

As shown in Figure 4, the residuals of both methods decrease as the detection time
increases. The residuals of the retention method are always smaller than those of the
removal method. The range of the residuals is also smaller than that of the removal method.
For different detection times, the addition of the aliased data decreases both the mean and
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range of the residuals. The retention method can be accomplished in a much faster time for
the same accuracy requirements for the same detections.

Different rates s are chosen for the simulation experiments shown in Figures 5 and 6.
As shown in Figure 5, the residuals of the retention method decrease as the rate s increases.
But the residuals of the removal method are not reduced. This is due to variations in the
number of data and the percentage of aliased data. When the rate is small, the time interval
between the photons being received is large. Therefore, photon superposition is less likely.
As the rate increases, although the detected data increase, the data obtained are more of the
photon superposition data. If the superposition data are removed, the number of data is
too small. This leads to inaccurate detection results. As shown in Figure 6, the residuals
and residual range of the retention method tend to stabilize with an increase in the rate
s, while the residuals of the removal method increase significantly. Too few data make
it difficult to improve the detection of the removal method, even if the detection time is
extended to 10 microseconds. In order to minimize aliasing of the photons, an XS detector
generally needs to limit the rate. However, in center of mass detection, for a larger rate, the
resulting aliasing data are still valid for center of mass calculations.

i —&— Removing | ]
+Retaining
14 F —
10 | T —
.
= gt T P~ PP~ ;\6 |
U% 3;{69—69\69\@/&{ asad
6 >\<>\<>\< IR —
4 _ 1l 1 _: = = -~ - 7
RGeS CUEE .
i ————<
0 ' I I | I
0 . p" o 80 100

Rate s (MHz)

Figure 5. Mean (markers) and standard deviation (error bars) of the distribution of residuals between
generated and reconstructed target positions versus rate s for detection time T =1 ps.

As the distance increases between the detected object and the detector, the diameter
of the diffuse spots produced using the detector increases. The simulation experimental
results for different dispersion spot diameters are shown in Figure 7.

For different diffuse spot diameters, the mean value of the residuals of the retention
method is smaller than that of the removal method. The range of residuals is also smaller
than that of the removal method. As the diameter of the diffuse spot increases, the difference
between the two methods becomes more and more obvious.
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Figure 6. Mean (markers) and standard deviation (error bars) of the distribution of residuals between
generated and reconstructed target positions versus rate s for detection time T = 10 ps.
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Figure 7. Mean (markers) and standard deviation (error bars) of the distribution of residuals between
generated and reconstructed target positions versus diffusion spot diameters. The detection time is
10 ps, and s = 10 MHz. The horizontal axis indicates the diffuse spot diameter in pixel numbers.

4. Conclusions

This paper analyzes data from a cross-strip anode detector detecting long-range targets
and verifies the effectiveness of aliasing data for center of mass detection. In simulation
experiments, our method of retaining the aliasing data gives more accurate detection results
than the method of removing the aliased data. Our method can be adapted to different
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photon rates and reduce the effect of the dead time on the detection. Under the same
accuracy requirement, our method using the aliased data required a shorter detection
time and could complete target localization faster. In addition, our research will provide
guidance and support for the design and fabrication of detectors. In the future, we will
conduct actual detection experiments after the detectors are fabricated and further test and
refine our proposed method.
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