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Abstract: With the development of online interactive media platforms, a large amount of short
text has appeared on the internet. Determining how to classify these short texts efficiently and
accurately is of great significance. Graph neural networks can capture information dependencies
in the entire short-text corpus, thereby enhancing feature expression and improving classification
accuracy. However, existing works have overlooked the role of entities in these short texts. In
this paper, we propose a heterogeneous graph-convolution-network-based short-text classification
(SHGCN) method that integrates heterogeneous graph convolutional neural networks of text, entities,
and words. Firstly, the model constructs a graph network of the text and extracts entity nodes and
word nodes. Secondly, the relationship of the graph nodes in the heterogeneous graphs is determined
by the mutual information between the words, the relationship between the documents and words,
and the confidence between the words and entities. Then, the feature is represented through a
word graph and combined with its BERT embedding, and the word feature is strengthened through
BiLstm. Finally, the enhanced word features are combined with the document graph representation
features to predict the document categories. To verify the performance of the model, experiments
were conducted on the public datasets AGNews, R52, and MR. The classification accuracy of SHGCN
reached 88.38%, 93.87%, and 82.87%, respectively, which is superior to that of some existing advanced
classification methods.

Keywords: short-text classification; physical information; graph convolution neural network; BERT

1. Introduction

Due to the rapid development of the internet, people receive a large number of short-
text messages such as instant messages, news reports, film and television reviews, and
business exchanges through various applications and web pages. It is particularly impor-
tant to effectively process these pieces of content and mine useful information from them.
Due to the lack of necessary logic between short-text sentences, short-text classification,
which is a basic task in natural language processing (NLP) [1], plays an important role
in text information processing in fields such as dialogue and question answering, emo-
tion analysis [2], and public opinion analysis. Unlike long text, short-text data have the
following characteristics:

(1) Semantic sparsity: Short text contains fewer words and fewer words with actual se-
mantics compared with long text, which makes it difficult to extract useful information
for classification.

(2) Sentence irregularity: Most short-text sentences, such as news headlines, conversation
messages, and microblogs, are close to daily life. They have the characteristics of
concise expression, colloquial sentence style, extensive use of network buzzwords,
etc., which pose a great challenge for the accurate recognition of classifiers.

(3) Large data scale: Massive short-text data have flooded the network, so traditional manual
data processing methods can no longer meet the real-time data processing requirements.
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The above characteristics of short text make it difficult to apply traditional text classifi-
cation methods to short-text data. Recently, deep learning models such as convolutional
neural networks (CNNs) and recurrent neural networks (RNNs) have been applied to
short-text classification. Compared with traditional methods such as logical regression [3]
and support vector machines (SVMs) [4], deep learning models can give priority to the local
and sequential characteristics of the text and show good results in terms of classification.
However, these above-mentioned deep learning models often ignore the global features of
the corpus when modeling short text.

In recent years, graph neural networks (GNNs) [5] have attracted extensive atten-
tion from researchers because they can effectively deal with text structures with complex
relationships and retain global word features. For example, the TextGCN model learns
the feature representation of text for classification tasks by constructing a heterogeneous
graph of the text and words. However, due to the small number of short-text words and
the lack of contextual semantic information, TextGCN has a poor classification effect on
short-text datasets.

In order to solve the problem of the sparse semantic features of short text, this pa-
per proposes a heterogeneous graph-convolution-network-based short-text classification
(SHGCN) method, which integrates external entity information, text, and words into the
graph neural network to model short text. It not only captures the relationship between
text and entities, but also learns the feature representation of text and words. Further, in
this model, the learned text representation and word representation are input into Bi-LSTM;
as a result of the combination of the BERT word embedding representation, the short
text is perfectly classified by the Bi-LSTM model. The experimental results show that
SHGCN has a higher detection accuracy compared to other commonly used short-text
classification methods.

The main innovations of this paper are as follows:

(1) This paper proposes a method of integrating entities into graph-based network mod-
eling of short texts, which can eliminate the ambiguity of some words in the text.

(2) A heterogeneous graph-convolution-network-based short-text classification (SHGCN)
method that integrates external entities is proposed; it can utilize external entity
information to mine the potential semantics of text and more accurately learn the
representation of text and word features.

(3) The model was validated on three public datasets, i.e., AGNews, R52, and MR, and
the experimental results showed that the classification performance of the model was
superior to that of other mainstream baseline methods.

This paper first introduces the research background; Section 2 introduces the related
works of text classification; Section 3 introduces the entity extraction module, embedded
input module, feature learning module, and category output module of the model; Section 4
introduces the experimental setup and analyzes the results; Section 5 summarizes the
full text.

2. Related Work

Short-text classification aims to select appropriate labels for a large number of unmarked
texts. The existing text classification methods can be divided into three categories: statistic-
based methods, deep learning methods, and graph-neural-network-based methods.

A statistical text classification algorithm needs the design and classification algorithm
of feature engineering. Feature engineering processes the text data, extracts them as
features, and uses them as the input of subsequent classifiers. Usually, the word bag
model [6] is used to obtain the data features. In addition, there are some complex text
feature projects. For example, the n-gram model proposed by Wang et al. [7] is based on the
algorithm of statistical language, which divides the text into a byte fragment sequence (also
named a gram) according to the sliding window with the length of n-grams that occur more
frequently from a list, which serves as the feature vector space of the text. The topic model
proposed by Wallach et al. [8] combines the n-gram model with potential topic variables,
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forming a hierarchical Dirchlet binary generation model that can more accurately generate
potential topics that are not affected by function words and obtain a deep representation
of the text. Classification algorithms generally include logical regression (LR), support
vector machine (SVM), gradient lifting decision tree (GLDT) [9], etc. But text feature
engineering often relies on human processing data. For massive data, the cost is too high,
the processing time is too long, the text representation obtained by traditional methods
has the characteristics of high dimensionality and high sparsity, and the feature expression
ability is weak, which is not conducive to classification tasks.

Deep learning has made a breakthrough in the field of short-text classification. Com-
pared with traditional text classification algorithms, text classification algorithms based on
deep learning can learn deeper and more complex features of text and can achieve end-to-
end processing by automatically extracting text features, eliminating complicated manual
operations. TextCNN, proposed by Kim et al. [5], applied a convolutional neural network
to text classification tasks to capture local information between texts through multiple
convolutional cores. The TextRNN proposed by [10] could capture the context semantic
relationship of the sequence as long as possible. However, in the training process of the
RNN, the gradient would disappear, and thus, it is hard for the long-distance sequence
information to be learned. To solve the problem of sparse short-text data, Zeng et al. [11]
proposed a topic memory network that did not rely on external corpora; it could find
keywords for classification through the word co-occurrence feature of the entire dataset and
mine potential topics for classification. Li et al. [12] proposed a model of a convolutional
neural network based on knowledge-powered attention with a similarity matrix (KASM)
that used a knowledge map (KG) to enrich the semantic representation of short text. These
methods only modeled the local information of the text, without paying attention to the
global information of the text.

In recent years, graph neural networks [13] have been applied to text classification
tasks. Yao et al. [14] proposed a text graph convolutional network (Text GCN) that es-
tablishes a heterogeneous text graph for the entire corpus through word co-occurrence
information and document word relationships, after which the representations of the docu-
ment and word nodes are learned. Tensor GCN [15] was proposed on the basis of TextGCN.
Heterogeneous graphs were built based on semantics, syntax, and sequence, and node
information could be spread between graphs. Yang T et al. [16] proposed a heterogeneous
graph attention network classification model that takes text, topics, and entities as nodes
and constructs edges between text nodes and topic nodes, text nodes and entity nodes, and
entity nodes and entity nodes. Reference [17] combines mutually exclusive sentence-level
co-occurrences to form a document-level graph and uses structure learning to sparsely
select edges with dynamic context dependency. Reference [18] proposes that in the process
of constructing a conductive text classification model through graph neural networks,
attention mechanisms are used to fuse the structural semantics in heterogeneous graphs.
Reference [19] used graph neural networks for label propagation and inference to achieve
semi-supervised short-text classification tasks. The above GCN-based works can lead to
information redundancy and a lack of context awareness. Yang S.G. et al. [20] proposed a
graph attention network that integrated node and edge weight values. The gravity model
(GM) was used to evaluate the importance of word nodes, and the weight of the edge
was obtained through point mutual information (PMI), which was then applied to text
classification. However, the above methods only use corpus information to build text
graphs, which failed to solve the problem of the sparse features of short text.

3. Model Description

In order to solve the problem of sparse semantic space of short texts and learn the
feature representation of documents and the words in documents, this paper proposes
heterogeneous graph-convolution-network-based short-text classification (SHGCN). As
shown in Figure 1, the structure of SHGCN includes four modules: the entity link module,
the embedded input module, the feature learning module, and the category output module.
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The entity link module maps the words in the short text to the entities in Wikipedia through
the entity link tool. The document embedding, entity embedding, and word embedding
of the embedded input module map the documents, the entities, and the words to the
high-dimensional vector space, respectively.
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Figure 1. Structure of heterogeneous graph-convolution-network-based short-text classification (SHGCN).

The feature learning module uses the heterogeneous graph convolution neural net-
work to train the input embedded features, with the aim of learning the document feature
representation and the word feature representation. The category output module fuses
the word feature representation learned by the feature learning module with the BERT
pre-training word embedding feature. The fused features serve as the input of BiLSTM.
BiLSTM is used to capture the features of the text context. Finally, the obtained hidden-state
features are spliced with the document features obtained by the feature learning module,
and then the category of the short text is obtained by linear transformation.

3.1. The Entity Link Module

Entity linking can solve the problem of conceptual ambiguity and annotation of short-
text vocabulary, so as to further enrich the expression of short text. TagMe is one of the best
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entity-linking tools in the scientific community, especially in the annotation of short texts.
Unlike word embedding, this paper uses the TagMe entity-linking tool [21] to map words
to entities in Wikipedia and uses an external knowledge base to expand the word concept
of short text.

3.2. The Embedded Input Module

Since word embedding can capture lexical semantics in digital form and process ab-
stract semantic concepts, it has been widely used in text classification, question-answering
systems, knowledge mining, and other fields [22]. Word2Vec [23,24] and Glove [25] are
two commonly used word embedding methods in text classification tasks. Through a
sliding window containing local context information, Word2Vec can capture the semantics
of words, mine the correlation between words, and obtain the reprehensive features of
words. Glove can capture the global semantic information of words based on the global
word co-occurrence matrix. In this study, words, entities, and documents are mapped to a
high-dimensional vector to form the features of the graph neural network nodes. For word
nodes, randomly initialized features are used as their features. The pre-trained Wikipedia
entity features are taken as features of the entity nodes. For the document nodes, the
average of the pre-trained word embedding values of all the words in the document is used
as their feature.

3.3. The Feature Learning Module

In most existing studies, researchers only obtain information from the corpus. How-
ever, the characteristics of the short text make it challenging to obtain sufficient semantic
information from short texts. This paper fully considers the external entity information
and establishes a heterogeneous graph G = (v, ε), in which v is the node set and ε is
the edge set. v = D ∪ E ∪ W denotes that it consists of three parts: the document node
set D = {d1, d2, . . . , dn}, the entity node set E = {e1, e2, . . . , en}, and the word node set
W = {w1, w2, . . . , wn}. ε indicates the relationship between nodes.

The edge between a document node and a word node is determined by the frequency
of the word in the document. That is, term frequency–inverse document frequency (TF-IDF)
is used as the weight of the edge between a document node and a word node. The value of
the edge between two word nodes is determined by the word co-occurrence information
of the whole corpus, which uses the point mutual information (PMI) between words [26]
to evaluate the degree of correlation between words as the weight of the edge between
the two word nodes. The value of the edge between the document nodes and the entity
nodes is determined by the confidence of the words in the document mapped to Wikipedia
entities. For node i and node j in G, the adjacency matrix Aij is defined as follows:

Aij =


TF − IDFij i is document, j is word
PMI(i, j) i, j are words

Scoreij i is document, j is entity
1 i = j
0 otherwise

(1)

Using the sliding window, the PMI(i,j) value between word i and word j in each text
of the corpus is calculated as follows:

PMI(i, j) = log
p(i, j)

p(i)p(j)
(2)

where p(i,j) is the proportion of the number of sliding windows in which words i and j
appear simultaneously in the corpus to the total number of sliding windows. p(i) is the
proportion of the number of sliding windows with i in the corpus, and p(j) is the proportion
of the number of sliding windows with j in the corpus. The higher the PMI value, the greater
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the semantic correlation between two words. The value of PMI is positively correlated with
the semantic correlation of words in the corpus.

The feature matrix of the document–entity–word node is defined as X ∈ Rc×d. For the
one-layer GNN network, the features of the K-dimensional document–entity–word node
can be expressed as follows:

L(1) ∈ ρ(
∼
AXW0) (3)

where
∼
A = D−1/2 AD1/2 is a regularized and normalized adjacency matrix, A is the

adjacency matrix of the text heterogeneous graph, D is the degree matrix, W0 is the weight
matrix, and ρ(·) is the activation function. The multi-layer GNN aggregates the information
of neighbor nodes of different orders, and the output characteristics can be expressed
as follows:

L(j+1) ∈ ρ(
∼
AL(j)Wj) (4)

where j is the number of layers and L(0) = X. In this study, we use the two-layer graph
convolution neural network to learn the node features and obtain the feature representation
of document, entity, and word nodes.

3.4. The Category Output Module

The TextGCN model does not perform as well as CNN and LSTM in the MR dataset.
This is because it does not consider the word order in short-text classification. Therefore, to
fully consider the characteristics of word order in short text and improve the accuracy of the
model, the model proposed in this paper further classifies the representation of document
nodes and word nodes learned by graph convolution neural network through the BiLSTM
model, and it uses the final output as the final prediction of the short-text category.

Since the BERT pre-training model can effectively generate word embedding contain-
ing contextual semantic information, SHGCN proposes splicing the word node obtained
by the feature learning module Rw = {w1, w2, ...wl} and the word node obtained by the
BERT pre-training module Rw′ = {w

′
1, w

′
2, ...w

′
l} as the input H of the BiLSTM. We have

H = concat(Rw, Rw
′
) (5)

where concat(·) is the splicing process. The node hidden state h output by BiLSTM is
spliced with the document node feature Rs learned by the GCN, and the result is then fed
into a softmax classifier to obtain the text prediction label γ′:

γ
′
= so f tmax(concat(h, Rs)) (6)

Finally, cross-entropy loss is used to train the final classification results as follows:

l = CrossEntropy(γ, γ
′
) (7)

where γ is the real label of short text.

4. Experiment and Performance Analysis

This section verifies the performance of the proposed model by comparing different
short-text classification methods. The datasets, comparison models, and parameters are
as follows:

4.1. Datasets

We conducted experiments on three widely used short-text datasets: AGNews, R52,
and Movie Review (MR).

AGNews: AGNews contains English news that consists of four categories: World, Sports,
Business, and Sci/Tec. Each category contains 30,000 training samples and 1900 test samples.
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R52: R52 is a subset of Reuters 21,578 datasets, with 52 categories, 6532 training
samples, and 2568 test samples.

MR: MR is a binary emotional dataset of film reviews; it contains 5331 positive and
5331 negative comments. There are 7108 training samples and 3554 testing samples.

For this paper, we used the NLTK library to remove the stop words and remove the
words that appear fewer than five times in both the AGNews and R52 datasets. Since
texts in the MR dataset are too short, no stop words and low-frequency words need to be
removed. The datasets after preprocessing are shown in Table 1.

Table 1. Summary statistics of datasets.

Dataset Training
Set Test Set Category

Average
Number of

Entities

Average
Length

Total
Number of

Words

Average
Number of

Words

Category
Proportion

AGNews 120,000 7600 4 5.59 23.36 302,210 37.78

world: 0.25
sports: 0.25

business: 0.25
science: 0.25

R52 6532 2568 52 8.71 69.82 997,060 109.57

trade: 0.036
earn: 0.431
jobs: 0.005
ship: 0.016

. . .. . .

MR 7108 3554 2 1.15 20.39 224,073 21.02 positive: 0.5
negative: 0.5

4.2. Baselines

Six text classification baseline models were selected for comparison with the proposed
ETGCN model proposed in this paper. The baseline models are described as follows:

TF-IDF+LR: The bag-of-words model with word frequency–inverse document fre-
quency weighting, using logistic regression as a classifier.

CNN [9]: Convolutional neural network. In this study, Glove pre-trained word
embedding is used as the input of the CNN.

BiLSTM [10]: A bidirectional LSTM model for text classification. In this study, Glove
pre-trained words are embedded into the model.

fastText [21]: Facebook’s open-source fast text classification tool; it selects the average
value of all word embeddings as text embedding.

TextGCN [14]: TextGCN is a graph convolution neural network used for text classifi-
cation. It uses randomly initialized word embedding as input.

TensorGCN [15]: A graph convolution neural network based on a graph tensor formed
by semantics, syntax, and sequence text graphs.

4.3. Parameter Setting

The experiment used the PyTorch framework, and the data were trained and tested on
an NVIDIA GTX 1080Ti GPU(NVIDIA, Santa Clara, CA, USA). The number of convolutional
layers in the SHGCN model was set to two, the optimizer was Adam, and the loss function
was cross-entropy. If the performance of a model did not decline for 10 consecutive epochs,
the training was terminated in advance.

4.4. Experimental Results and Analysis

The effects of the sliding window size and word embedding dimension on the accuracy
of the model were tested. With other parameters unchanged, the size of the sliding window
was set as 5, 10, 15, 20, 25, or 30. The SHGCN model was used to conduct experiments
on the test set of MR And AGNews datasets. The results are shown in Figure 2. With
the increase in the size of the sliding window, the accuracy rate increases at first and then
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decreases. This is because if the size of the sliding window is too small, the connections
between long-distance words will be ignored, resulting in a failure to capture more co-
occurrence information between words, and therefore, the performance of the model will
be affected. On the contrary, if the size of the sliding window is too large, it will establish
relations with some words with weak semantic relevance and generate unnecessary noise,
which will eventually affect the classification results.
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With other parameters unchanged, the embedding dimension was set as 50, 100, 150,
200, 250, or 300 respectively. As shown in Figure 3, when the word embedding dimension
is 150, the accuracy rate of SHGCN is the highest. If the word embedding dimensions
are too small, the propagation of node information in the graph will be affected. On the
contrary, too large word embedding dimensions will reduce the difference between feature
words’ embedding features, which will reduce the accuracy of SHGCN.
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To verify the impact of the learning rate on the accuracy of the test set, this paper
tested the classification results of the AGNews dataset under different learning rates. As
shown in Table 2, when the learning rate decreases, the classification accuracy of the test
set increases while the running time of the model increases.

Table 2. Comparison of accuracy under different learning rates.

10−1 10−2 10−3 10−5

AGNews 83.79 86.51 88.38 88.39

Through experimental analysis, the word embedding dimension was set to 150, the
learning rate was 0.001, the sliding window size was 20, and the dropout rate was 0.5.
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Classification accuracy was used to measure the performance of all models. Each
dataset was subjected to 50 experiments under each model, and the experimental results of
seven models on three datasets are shown in Table 3.

Table 3. Comparison of accuracy of different models.

Model
AGNews R52 MR

Mean ValueAccuracy Standard
Deviation Accuracy Standard

Deviation Accuracy Standard
Deviation

TF-IDF + LR 87.50 0.42 88.77 0.76 74.34 0.91 83.54
CNN 85.88 0.28 90.81 0.17 73.84 0.30 83.51

BiLSTM 81.91 1.42 86.12 0.68 71.76 1.41 79.93
fastText 76.62 1.74 90.34 0.17 69.09 1.84 78.69

TextGCN 79.26 7.81 92.81 0.61 76.54 0.16 82.87
TensorGCN 87.05 0.64 94.81 0.29 77.84 0.41 86.57

SHGCN 88.38 0.93 93.87 0.30 82.87 0.11 88.37

As shown in Table 3, on the AGNews and R52 datasets, the performance of the
graph-based models is superior to that of the traditional CNN and BiLSTM models. This is
because the graph structure allows information transfer between different types of neighbor
nodes, which enables nodes to aggregate more information for feature representation. In
addition, the word co-occurrence feature between words is used as the weight of edges for
global sharing, which has more advantages than the local information sharing of traditional
models. On the MR dataset, the accuracy of the TextGCN model is lower than that of the
CNN and BiLSTM models. The main reason is that TextGCN ignores the role of word order
in emotion classification, while CNN and BiLSTM construct continuous word sequences.
In addition, compared with other datasets, the text of the MR dataset is too short, resulting
in a smaller text graph being formed, which restricts the transmission of information
between nodes.

SHGCN has the highest average accuracy on three datasets, and its accuracy on both
the AGNews and MR datasets is also higher than that of other models. The accuracy of
SHGCN on the R52 dataset is slightly lower than that of the TensorGCN model. The text
length of the R52 dataset is relatively long, and since the TensorGCN model incorporates
syntactic features, it is more suitable for datasets with long text lengths. The average
accuracy of SHGCN is 5.5% and 1.8% higher than that of the TextGCN and the TensorGCN
models. SHGCN integrates the entity information corresponding to a word in the hetero-
geneous graph and transmits the entity information to the adjacent document nodes and
word nodes through the graph convolution neural network, which enriches the semantic
expression of the document and word nodes. At the same time, the introduction of entity
information alleviates the problem of word ambiguity, so it helps to obtain more accurate
expressions. In addition, SHGCN represents the features of words and document nodes
through BiLSTM, which can better capture the context semantic information of documents
and has achieved good results in classification tasks that rely on word orders.

Due to the utilization of the correlation between nodes and the use of a bidirectional
long short-term memory network to further explore the semantic features of text context,
SHGCN achieves good results in experiments, as shown in Tables 4 and 5. In experiments on
three typical datasets, compared with traditional machine learning models and mainstream
deep learning models, our model achieves the best accuracy, the best precision, and the
best recall rate, which verifies the practicality of our model.
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Table 4. Comparison of precision under different models.

Model

AGNews R52 MR

Mean Value
Precision Standard

Deviation Precision Standard
Deviation Precision Standard

Deviation

TF-IDF + LR 87.56 0.36 88.57 0.75 74.34 0.90 83.62
CNN 86.06 0.20 90.08 0.71 73.97 0.27 83.37

BiLSTM 82.85 0.79 85.44 0.75 72.67 0.65 80.32
fastText 77.47 1.70 90.26 0.32 69.50 1.20 79.08

TextGCN 79.09 7.79 90.62 0.67 76.55 0.16 82.09
TensorGCN 86.77 0.85 92.68 0.38 77.83 0.40 85.76

SHGCN 87.80 0.94 91.99 1.19 83.85 2.87 87.88

Table 5. Comparison of recall under different models.

Model

AGNews R52 MR

Mean Value
Recall Standard

Deviation Recall Standard
Deviation Recall Standard

Deviation

TF-IDF + LR 87.20 0.32 88.77 0.76 74.34 0.90 83.50
CNN 85.88 0.28 90.81 0.17 73.84 0.30 83.51

BiLSTM 81.91 1.42 86.12 0.68 71.76 1.41 79.93
fastText 76.62 1.74 90.34 0.17 71.76 5.86 79.57

TextGCN 79.15 7.62 90.94 0.28 76.54 0.16 82.21
TensorGCN 86.94 0.82 94.81 0.29 77.84 0.41 86.53

SHGCN 87.63 0.97 92.76 0.69 83.81 2.90 88.07

4.5. Ablation Experiment

In order to verify the effectiveness of each part of this model, we conducted an ablation
experiment. The experimental results are shown in Table 6, where w/o represents “not
included”. The experimental settings are described as follows:

Table 6. Comparison of accuracy under different models.

Model AGNews R52 MR

SHGCN 88.38 93.87 82.87
w/o BERT 88.12 93.61 75.63
w/o Entity 86.31 93.75 81.03

w/o BERT w/o Entity 86.75 93.56 76.74
w/o GCN 86.75 91.12 81.57

W/o BERT: This indicates that the BERT pre-training model is not used for feature fu-
sion. Further, in w/o BERT, entity information is introduced to establish a text–entity–word
heterogeneous graph to learn the representation of text nodes for short-text classification.

W/o Entity: w/o Entity indicates that no entity knowledge is introduced to expand
short text, and feature fusion is performed on the document nodes and the word nodes
learned from graph convolution networks through BERT.

W/o GCN: w/o GCN indicates that the model only encodes the input information
through BERT and then outputs the text classification result.

According to Table 6, the results on the AGNews dataset indicate that the accuracy
of the model without GCN can only reach 86.75%, and the accuracy of the model without
BERT can only reach 88.12%. The results on the R52 dataset indicate that the accuracy of the
model without GCN can only reach 91.12%, and the accuracy of the model without BERT
can only reach 93.87%. These results are obviously lower than those for SHGCN. If the
relationship between documents and words is not modeled, the accuracy of the model is
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obviously lower than that of SHGCN, which indicates that mining the relationship between
documents and words is effective for mining the features of short text.

5. Conclusions

In this study, we propose a heterogeneous graph-convolution-network-based short-
text classification mode named SHGCN. It establishes a document–entity–word heteroge-
neous graph, which learns the features of document nodes and word nodes by capturing
global information, and then feeds the learned feature representations into BiLSTM to
obtain context semantic information for classification. Our experiments on three short-text
baseline datasets show that the classification performance of the proposed model is superior
to that of most current existing models.
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