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Abstract: This study introduces a deep-learning-based framework for detecting adversarial attacks in
CT image segmentation within medical imaging. The proposed methodology includes analyzing
features from various layers, particularly focusing on the first layer, and utilizing a convolutional
layer-based model with specialized training. The framework is engineered to differentiate between
tampered adversarial samples and authentic or noise-altered images, focusing on attack methods
predominantly utilized in the medical sector. A significant aspect of the approach is employing a
random forest algorithm as a binary classifier to detect attacks. This method has shown efficacy in
identifying genuine samples and reducing false positives due to Gaussian noise. The contributions of
this work include robust attack detection, layer-specific feature analysis, comprehensive evaluations,
physician-friendly visualizations, and distinguishing between adversarial attacks and noise. This
research enhances the security and reliability of CT image analysis in diagnostics.

Keywords: adversarial detection; adversarial attack; deep learning security; CT segmentation

1. Introduction

In the realm of medical imaging, especially with the widespread use of computed
tomography (CT) scans for diagnostic purposes, the accuracy and integrity of the data
have paramount significance. With the integration of deep learning techniques in the
analysis of these scans, there emerges an opportunity for enhanced diagnostics [1-4].
However, alongside these advancements, there arises the vulnerability of adversarial
attacks—meticulously crafted inputs meant to deceive deep learning models [5-7]. Such
perturbations, while often subtle and imperceptible to the human eye, can lead models to
make incorrect predictions with potentially serious consequences in a clinical context [8].
Addressing this concern requires not only robust detection mechanisms but also intuitive
ways for physicians to understand and counteract these adversarial inputs. By ensuring
that medical professionals can visually discern genuine samples from their adversarial
counterparts, it becomes possible to instill greater confidence in machine-assisted diagnoses
and maintain the sanctity of patient care.

To the best of our knowledge, no research has specifically targeted the detection
and visualization of adversarial attacks on medical segmentation models. However, two
studies have concentrated on enhancing the robustness of deep-learning-based medical
segmentation models [9,10]. Notably, the work by Park et al. [10] is the only one that
incorporates an adversarial detector, based on MagNet [11], as a component to identify
adversarial attacks. Although these studies aim to improve the robustness of automatic
segmentation against adversarial samples, they do not focus on the direct detection of the
adversarial samples themselves.

Therefore, this study is designed to address the following scenario: In a deep-learning-
based computer-aided diagnosis system, suppose intruders capture and tamper with CT
images. The proposed system from this work is specifically developed to detect these
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tampered adversarial samples, distinguishing them from genuine images or those merely
affected by noise. More formally, this work introduces a framework utilizing a convolu-
tional layer-based CT segmentation model, a specific training set, and recognized attack
methods. This framework is designed to detect adversarial samples and distinguish them
from genuine ones, which may only be affected by noise. Additionally, the framework pro-
vide visualization aids to assist physicians in comprehending the detection outcomes.
This work places a particular emphasis on three established attack methods that are
most commonly used in automated medical image diagnosis [12,13]: the fast gradient
sign method (FGSM) [5], basic iterative method (BIM) [6], and stabilized medical image
attack (SMIA) [7].

After the comprehensive testing in this work, the experimental results confirmed the
exceptional effectiveness of the proposed methodology in detecting adversarial attacks,
achieving a perfect positive predictive value (PPV) and sensitivity. This is particularly
evident in the first layer’s features, which outperform those from intermediate layers,
underscoring their crucial role in enhancing detection capabilities. The analysis of this
work, backed by empirical data, reveals that the proposed system adeptly identifies ad-
versarial samples, surpassing various benchmark metrics. Additionally, the experiments
have explored the role of high and low activation filters in distinguishing authentic from
adversarial cases. While the proposed approach effectively counters Gaussian noise, often
a source of Type I errors, it encounters challenges with the SMIA method, misidentifying a
minority of adversarial samples as noise.

In summary, the contributions of this work are listed as follows:

*  Adversarial attack detection in CT scans segmentation models: this work introduces
a robust framework to detect a variety of adversarial attacks based on perturbation,
including FGSM, BIM, and SMIA, when applied to CT scan images.

*  Analyzing feature layers to enhance adversarial attack detection: this work highlights
the significant role played by the features from the first layer in discerning genuine
samples from their adversarial counterparts.

¢  Comparative analysis with established methods: this work conducts a comprehen-
sive performance assessment, juxtaposing the proposed method with the existing
frameworks. The proposed method from this work consistently showcases superior
proficiency in detecting adversarial attacks, underscoring its efficacy and robustness
in real-world CT segmentation scenarios.

*  Providing visualization for physicians: recognizing the importance of interpretability
in medical settings, this framework provides a visualization tailored specifically
for physicians. The visualization elucidates the differences between genuine and
adversarial samples, allowing for an informed decision-making process.

e Distinguishing between noise and adversarial attacks: this method effectively differ-
entiates between images with inserted Gaussian noise—which do not degrade the
performance of the segmentation model—and adversarial samples.

2. Materials and Methods
2.1. Research Objective and Problem Statement

Given a deep-learning-based automatic segmentation technique comprising convolu-
tional filters, as well as the original medical images and their adversarial counterparts, the
primary objective of this research is two-fold: (1) vulnerability identification: to pinpoint
the most susceptible filter-wise components within the automatic segmentation process.
By understanding the weak links, this research aims to fortify the segmentation method
against adversarial perturbations. (2) Visualizing critical features of attacks for physicians:
to deliver a comprehensive visual examination of the adversarial samples. This will aid
physicians in understanding the subtle alterations introduced by adversarial attacks.

Specifically, the vulnerability identification can be rigorously defined as follows. Let
a clean image be denoted by x and its corresponding adversarial counterpart, crafted to
mislead the target classification model f, be denoted by x,4,. The features are extracted from
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a hidden layer /; within the model f, where I denotes the layer index. The primary objective
is to employ an attack detection mechanism C, leveraging the feature representations h;(x)
and (x4, ), to accurately distinguish between clean and adversarial samples. Given that
the attack detection distinguishes between clean and adversarial images, the objective
function is formalized using binary cross-entropy as follows:

1

min —= } [yilog(C(Iu(xi))) + (1 = yi) log(1 — C((x:)))] (1)
i=1

where y denotes the true label of the i-th sample, with 0 indicating a clean image and 1

indicating an adversarial sample.

2.2. Characteristics of Features Across Convolutional Layers

Convolutional filters in deep learning models are designed to learn specific features
from images. Each filter within a model layer captures different features. It is widely
understood that the early convolutional layers, situated closer to the input, detect basic
features like edges and textures. In contrast, the deeper layers identify more abstract
features, such as parts of objects [14]. For example, in the context of analyzing CT images
that capture organs, early convolutional layers might detect basic features such as edges
and textures of tissues or organ boundaries. These layers are adept at identifying simple
patterns and gradients in pixel intensities, which are fundamental components of an image.
Moving deeper into the network, the convolutional layers start to recognize more complex
and abstract features. These could include specific structures of organs or even patterns
indicative of pathological changes. In advanced layers, the network might be capable of
identifying and differentiating between complex organ shapes.

Moreover, because of the nature of the convolutional operation, the initial layer closely
mirrors the original input image, while the deeper layers progressively abstract the input
to emphasize latent features. Therefore, as shown in Figure 1, visual analysis of the results
from convolutional operations in intermediate layers can be challenging. As a result,
because the perturbations in adversarial samples consist primarily of simple noise, it
can be concluded that they are readily detectable by specific filters in the first layer,
facilitating straightforward visual analysis.

Figure 1. Progression of convolutional operations from the initial to the deeper layer in U-Net [15].

2.3. Framework for Detection and Visualization of Adversarial Attacks

Central to the proposed approach from this work is the notion that filters in the initial
layer closely reflect the input image by capturing these simple features. This characteristic
is leveraged to distinguish between genuine and adversarial images, as well as allow visual
analysis, providing valuable insights for physicians.

The next step is to identify the filter in the initial convolutional layer that is most
activated by the adversarial sample yet least activated by the genuine sample, as highlighted
by the red box and blue box, respectively, in Figure 2.
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Figure 2. Core mechanism of the proposed approach contrasting genuine and adversarial

feature responses.

For genuine samples, no alterations are made, whereas for adversarial samples, per-

turbations are added, as shown in the left of Figure 2. Once combined, even though the
adversarial sample does not explicitly distinguish between the genuine image and the
perturbation, a certain convolutional filter becomes highly activated by the perturbation
but remains minimally responsive to the genuine sample. This distinction is highlighted
by the yellow box in the figure. After distinguishing between the genuine and adversar-
ial samples—termed the clean feature and corrupted feature in the figure—it becomes
straightforward to determine if a sample is adversarial.

The detailed process of the adversarial detection from this work is described as follows.

The steps are represented by numbered circles in Figure 3.

1.

Producing adversarial samples using the target model and a clean dataset: In the be-
ginning, the provided target model and clean dataset are utilized to create adversarial
samples through a recognized attack technique. After generating these samples, they
are partitioned into training and validation datasets based on subjects.

Feature extraction from target model filters: in the next step, the training and valida-
tion datasets are processed through the target model, extracting features from each
filter in its first layer. Essentially, these features serve as the input to the detection
classifier, capturing unique characteristics of each image. The features are impor-
tant because they contain patterns that help to differentiate between legitimate and
adversarial inputs.

Classifier training for each filter: once the feature sets are obtained, the next step is to
train individual classifiers for each filter using the extracted features from the training
set. This is performed to learn the mappings from features to labels (adversarial or not)
for each filter. The classifiers could be any machine learning models suitable for binary
classification, such as random forests, decision trees, or support vector machine.
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4. Identifying the most discriminative filter: after training the classifiers, the next step
is to evaluate their performance on the validation set. The primary aim of this step
is to identify the filter that is most effective at distinguishing between genuine and
adversarial inputs. Particular interest lies in filters that produce a high mean and low
variance in their classification scores across the validation set, as these filters are the most
reliable and stable for detection.

5. Building the final adversarial attack detector: armed with the most discriminative
filter identified in the previous step, this step aims to build the final adversarial attack
detector. This detector is trained using both the training and validation datasets. This
comprehensive training allows the detector to generalize well to unseen data, effec-
tively identifying adversarial attacks while minimizing false positives and negatives.
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Figure 3. Schematic representation of the attack detector derivation using the proposed approach.

In addition, for enhanced visual analyses that would aid physicians, histogram equal-
ization is implemented on perturbed features. Recognizing the difficulty in visually identi-
fying minute perturbations, a post-processing technique is applied to amplify these feature
values. This is achieved using histogram equalization, a technique renowned for its use of
the cumulative distribution function [16]. Histogram equalization /(v) is formulated by

h(v) = round( cdf(v) = cd fmin ) x (L—1)

(H X W) - Cdfmin

where v indicates the pixel value, and L signifies the maximum possible pixel value,
typically 256 for a gray-scale image. The height and width of the input image are denoted
by H and W, respectively.

Histogram equalization, as shown in Figure 4, is a method used to expand the pixel
intensity values of an image. This technique is, thus, applied to the resultant features with
the primary aim of highlighting any incorporated noise. Figure 4a offers a comparative
view of the feature values before and after applying histogram equalization. Furthermore,
Figure 4b vividly illustrates how noise becomes distinctly evident following histogram
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equalization (as seen at the bottom), as opposed to its more subdued presence in the original
feature (shown at the top).
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(a) Before (left) and after (right) histogram equalization.

>

(b) Before (left) and after (right) histogram equalization.
Figure 4. Amplification of feature values via histogram equalization for enhanced perturbation
visualization of a specific feature: (a) Histograms and corresponding (b) images.

3. Experiments
3.1. Data Description and Pre-Processing Methodology
3.1.1. Grayscale CT Imaging Dataset

This work sourced publicly available organ data from “Multi-Atlas Labeling Beyond
the Cranial Vault—Workshop and Challenge” (BTCV) [17]. The BTCV dataset contains
annotations for various organs, including the spleen, right and left kidneys, gallbladder,
esophagus, liver, stomach, aorta, inferior vena cava, portal and splenic veins, pancreas, and
both adrenal glands. It also includes images of organs without annotations.

To preprocess the CT images, pixel values are limited to a range between —135 and 215,
as well as normalized. Additionally the images are resized to dimensions of 256 x 256. The
dataset is allocated 75% for training and the remaining 25% for testing, based on individual
patients. Given that no single image encompasses all organs, the focus was placed on those
that contained seven or more organs. This resulted in a selection of 821 training images
and 228 testing images.

To train the U-Net-based [15] target segmentation model, the entire training dataset
was utilized. For the detection of adversarial attacks, the 821 training images were parti-
tioned evenly into a dedicated training set and a validation set. The former facilitated the
training of a binary classifier tailored for adversarial attack detection, while the latter was
leveraged to select the best filter to detect the adversarial sample.

3.1.2. Color Imaging Dataset of Gastrointestinal Polyp

The proposed method in this study has been initially implemented for a computed
tomography (CT) segmentation model, which processes grayscale images. Addition-
ally, the performance in detecting adversarial attacks was evaluated using a color image
dataset, specifically the Kvasir SEG dataset, designed for computer-aided gastrointestinal
disease detection [18].

This dataset comprises 1000 images of gastrointestinal polyps, along with their corre-
sponding ground truth masks. The images were resized to 256 x 256 pixels, and the dataset
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was divided into training and testing sets with a 75% to 25% split, resulting in 750 images
for training and 250 for testing.

The target model, based on the U-Net architecture [15], was trained using the entire
training dataset. For adversarial attack detection, the training set’s polyp images were
utilized in the same manner as described for CT images in the preceding section.

3.2. Implementation Details
3.2.1. Target Models

The U-Net model is employed as the target segmentation model [15]. The segmenta-
tion model is based on an encoder-decoder architecture enhanced with skip connections.
According to the hyper-parameters defined in U-Net [15], four encoders paired with an
equal number of decoders are utilized. The model undergoes 200 epochs of training with
a batch size of 16, relying on the AdamW optimizer [19] and a learning rate set at 0.0001.
As for the loss function, it aims to minimize the combined effect of cross entropy and dice
loss, comparing true and predicted segmentations. Therefore, the loss function of the target
model can be formulated as follows.

CrossEntropy Loss = — Y P(Y;)log P(Y;)
i

Yny
Dice Loss = 2|70A|
Y]+ Y]

Total Loss = « - CrossEntropy Loss + B - (1 — Dice Loss)

where Y; and Y; are true segmentation and predicted segmentation, respectively. Fur-
thermore, « and 8 represents the weight of each loss component. In this work, both &
and 8 are set to 0.5. Note that in this context, the terms dice loss and dice score are
used interchangeably.

In addition, the structure of the target model, including the detailed hyper-parameters,
is summarized in Table 1. The model structure and hyper-parameters are adopted from
the original U-Net paper [15]. Since the target model accommodates both grayscale and
color images, the input channels can be set to either 1 or 3, depending on the color scale
used. Moreover, given that segmentation tasks may involve a varying number of segments,
the number of output channels can also be adjusted to match the specific task at hand. For
instance, in a CT segmentation model that encompasses 14 organs along with the back-
ground, the number of output channels is set to 14. Conversely, in a polyp segmentation
model, which only differentiates between the polyp mask and the background, the number
of output channels is reduced to 2.

Table 1. Summary of the target model architecture based on U-Net.

Component Operation In Channels Out Channels
Input DoubleConv ! lor3 64
Down 1 MaxPool 2 + DoubleConv 64 128
Down 2 MaxPool + DoubleConv 128 256
Down 3 MaxPool + DoubleConv 256 512
Down 4 MaxPool + DoubleConv 512 1024
Up31 Upsample + DoubleConv 1024 512
Up2 Upsample + DoubleConv 512 256

Up3 Upsample + DoubleConv 256 128
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Table 1. Cont.
Component Operation In Channels Out Channels
Up4 Upsample + DoubleConv 128 64
Output Conv2d 64 14 or 2

1 Each DoubleConv module comprises two convolutional layers, with each layer being followed by batch
normalization and ReLU activation. 2 Additionally, each MaxPool operation halves the spatial dimensions.
3 Furthermore, the output is concatenated with that of the corresponding Down layer.

3.2.2. Implemented Adversarial Attacks

The attack strategies most commonly used in automated medical image diagnosis

were implemented [12,13]: the fast gradient sign method (FGSM) [5], basic iterative method
(BIM) [6], and stabilized medical image attacks (SMIA) [7]. Below, an overview of the
principles behind these implemented adversarial techniques is provided:

FGSM: This method computes the gradients for a given input image x and its corre-
sponding class y. These gradients are used to amplify the loss function | of the target
model. By integrating this direction into the original image x, the adversarial sample
Xado 18 produced. The attack formulation is

Xady = X + € -sign (V] (x,y))

where € is the step size.

BIM: Unlike the one-step FGSM, BIM operates iteratively. This method repeatedly
amplifies the loss, often for K iterations, and accumulates the gradients xZ 4o Onto the
original image. The BIM approach can be expressed as

i i 1 i
xa;z} =T (xadv + K (Vx](xadv' y)))

where the starting point x?, corresponds to the input image x. The function 7t serves
as a clipping mechanism to ensure pixel values remain within the range x — € to x + €.
SMIA: This method is tailored specifically for models in the medical domain, setting
it apart from general-purpose methods like FGSM and BIM. Instead of generating
noisy results like its counterparts, SMIA emphasizes noise reduction. The core concept
hinges on the fact that while adversarial samples typically manifest noise, SMIA
integrates a stabilization function into the loss function. This drives the noisy sample
towards a blurred version obtained via a Gaussian kernel. The stabilization loss,
designed for maximization in our context, is articulated as

Ls = L(M(Xpa0),y) — & L{M(Xpa), M(x + W k1))

where W represents the Gaussian kernel used in the convolutional operation with the
perturbation noise # (given by x,4, — x), and « acts as a scalar factor balancing the
loss terms.

3.2.3. Adversarial Attack Detector

The adversarial attack detectors described in this study, along with the baseline models

are implemented.

Ours: Random forest [20] is utilized to distinguish between adversarial attacks based
on clean and corrupted features, as shown within the green box in Figure 2. The
source code of the framework proposed by this paper is available at the following
URL: https:/ / github.com /hyerica-bdml/adv_detection_ct_segmentation, accessed
on 1 September 2023.

MagNet [11]: This approach employs an auto-encoder to capture the distribution of
genuine samples. During training, the method aims to minimize the reconstruction
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error between the original and reconstructed samples. Subsequently, it evaluates the
distance between the input and its reconstruction to identify an adversarial sample if
the reconstruction error exceeds a predetermined threshold. However this method is
not specialized for medical domain but verified for MNIST [21] and CIFAR [22]. In
this work, the method is reimplemented using PyTorch [23], based on the original
source code, which was written in TensorFlow [24] (https://github.com/Trevillie/
MagNet/blob/master/defensive_models.py, accessed on 1 September 2023).

Park [10]: This approach employs a deep segmentation model specialized for the
medical domain to approximate the distribution of authentic samples, functioning in
a manner similar to an auto-encoder. While this bears similarities to MagNet [11], a
key distinction lies in the input processing. Unlike MagNet, which takes raw input,
this method first transforms the input into the frequency domain via discrete Fourier
transform (DFT). Since the transformed image includes both real and imaginary values,
the absolute value of the complex number is taken to yield a real value. Subsequently,
this value is log-scaled and divided by 10 to normalize it to the range of 0 to 1. The
adversarial samples are then identified by calculating the difference between the
reconstructed output from the auto-encoder and the original input, using a hyper-
parameterized threshold for the final decision.

Park_spatial [10]: Consistent with the original approach outlined in Park [10], the use
of DFT has been excluded in the implementation. For both Park and Park_spatial, the
hyper-parameters are sourced from the MagNet implementation, as these were not
provided in Park’s original paper.

Table 2 provides an overview of the methods’ key features.

Table 2. Key features of methods.

Method Name Key Features

Ours

. Uses the target medical segmentation model
. Extracts features from the first layer
. Requires knowledge of the attack method to train the attack detector

MagNet

. Employs a shallow autoencoder
. Detects attacks based on the threshold of reconstruction error
. Does not require knowledge of the attack method

Park

. Utilizes the entire structure of the target medical segmentation model
. Transforms the given image using discrete Fourier transformation
. Does not require knowledge of the attack method

Park_spatial

. Utilizes the entire structure of the target medical segmentation model
. Does not transform the given image
. Does not require knowledge of the attack method

WINNFR[WNRFR[WNFR]|WN =

3.3. Evaluation Metrics

To evaluate the performance of the proposed method from this work against the

baseline methods, three metrics are employed: positive predictive value (PPV), sensitivity,
and accuracy. PPV quantifies the proportion of accurately predicted adversarial samples
among all samples labeled as adversarial. Sensitivity, on the other hand, captures the
fraction of adversarial samples that are correctly identified out of all true adversarial
samples. In addition, accuracy is used to assess the capability of the binary classifier—in
this context, to distinguish between genuine and adversarial samples. The formulas for
PPV, sensitivity, and accuracy are as follows.

TP

PPV = ———
TP + FP

(2)

TP
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TP + TN @)
TP + TN + FP + FN

where TP, FP, TN, and FN indicate true positive, false positive, true negative, and false
negative, respectively. For the attack detector, a positive label signifies an actual adversarial
sample, while a negative label denotes a genuine sample. Consequently, a true positive is
identified as an adversarial sample by the detector, whereas a false positive is marked as
genuine, despite being an actual adversarial sample.

Accuracy =

3.4. Experimental Results

A range of experiments was conducted, exploring different adversarial attack settings
and corresponding parameters, notably the step size (EPS) and the number of iterations
(NITR). For each type of attack on CT segmentation, the EPS values are set to 0.01, 0.02, and
0.1. Moreover, For each type of attack on polyp segmentation, the EPS values are configured
t0 0.01, 0.1, and 0.5. The number of iterations is also adjusted to 5, 10, and 15, excluding
FGSM, given its nature as a one-step attack. The results of these adversarial attacks for each
setting, as tested on the test set, can be found in Tables 3 and 4. It is noteworthy that the
genuine test samples achieved a dice score of 0.4524 and 0.8886 for CT segmentation and
polyp segmentation performance, respectively. In the tables, a lower dice score resulting
from an attack suggests that the attack is more effective.

The subsequent sections explore both the detection efficacy of the adversarial attacks
discussed in this study and provide a visual analysis to assist medical professionals. For
each evaluation scenario concerning attack detection, adversarial samples are generated
according to specific attack settings, matched one-to-one with the genuine samples in the
test set. This results in an equal number of genuine and adversarial samples.

Table 3. Comparison of dice scores of CT segmentation for adversarial samples generated using
FGSM, BIM, and SMIA, originating from a baseline dice score of 0.4524.

Attack EPS
ttac NITR 0.01 0.02 0.1
FGSM 0.4164 0.3924 0.2555
5 0.4195 0.3845 0.2254
BIM 10 0.4260 0.3910 0.2330
15 0.4263 0.3900 0.2254
5 0.3967 0.3518 0.1707
SMIA 10 0.3681 0.2967 0.1168
15 0.3322 0.2492 0.0907

Table 4. Comparison of dice scores of gastrointestinal polyp dataset for adversarial samples generated
using FGSM, BIM, and SMIA, originating from a baseline dice score of 0.8886.

Attack EPS
ttac NITR 0.01 0.1 0.5
FGSM 0.8886 0.8813 0.6950
5 0.8872 0.6950 0.4591
BIM 10 0.8813 0.4591 0.4591
15 0.8713 0.4591 0.4591
5 0.8872 0.6950 0.4591
SMIA 10 0.8813 0.4591 0.4591
15 0.8712 0.4591 0.4591

3.4.1. Empirical Evidence for Initial Layer Filter Selection

The choice to select filters from the initial layer is grounded in the following empirical
observations using CT imaging dataset:
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The first observation arises from the box plots illustrated in Figure 5. The box plots
show the variability in detection accuracy across all attack methods. These are observed
in the first layer, which constitutes the initial component, and in the intermediate layers
corresponding to the subsequent components of the target model. The figure reveals a
notable pattern: 15 out of 64 filters in the initial layer, including filters such as 2, 6, 8, and 10,
consistently exhibit high detection accuracy with minimal variance. Interestingly, while the
second, third, and fourth layers show remarkable stability with some filters (25 out of 64, 81
out of 128, and 54 out of 256, respectively) achieving perfect accuracy and zero variability,
the fifth and sixth layers do not exhibit this trend, indicating a lack of zero variability filters
and suggesting a more varied detection accuracy in these layers. However, the filters from
the intermediate layers are not chosen, as elaborated in the following discussion.

The second consideration relates to computational overhead, where there is a signifi-
cant difference in computational requirements among the layers. The initial layer requires
a relatively modest computational effort, estimated at 0.06 GFLOPS. In contrast, the com-
putation cost from the first to the fifth component increases progressively from 2.50, 6.14,
9.77,13.40, to 17.03 GFLOPS. This indicates a substantial increase in computational load
when extracting features from the deeper layers, as illustrated in Figure 6.

These empirical findings clearly underline the merits of features from the initial layer,
striking a balance between detection accuracy and computational efficiency. Based on this
evidence, these features are utilized to construct adversarial attack detectors tailored for
various attack methodologies.
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Figure 5. Variability in accuracy across all attack methods is noted for features from the first layer (a),
which is part of the first component, and from the intermediate layers (b—f), corresponding to the
subsequent components of U-Net. Note that the results were obtained from a CT segmentation model.
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1st layer 1st comp. 2nd comp. 3rd comp. 4th comp. 5th comp.

Figure 6. GFLOPS comparison across components, illustrating the GFLOPS for the first layer within
the first component and separately for each of the first to fifth components.

3.4.2. Comparative Analysis of Filter Efficacy in Adversarial Attack Detection

For detecting adversarial attacks within this framework, the filter that best differenti-
ates between genuine and adversarial samples is identified based on classification accuracy
as Equation (4) on validation set. As a result, Figure 5a illustrates the classification per-
formance used for each attack method on the validation set of CT imaging dataset. In the
figure, filters 2, 6, 8, and 10, among others, are typically activated by the perturbations that
can be observed. In contrast, filters 0, 12, 22, 48, and so forth show less distinct activation
in response to the samples. Notably, those filters with pronounced activation consistently
yield high detection accuracy.

The significance of features associated with the most and least distinctive filters,
specifically filter number 2 and filter number 22, is additionally examined. This analysis
is conducted across FGSM, BIM, and SMIA for scenarios involving an epsilon of 0.01
and five iterations, excluding FGSM, as illustrated in Figure 7. The evaluation of feature
importance is based on the mean decrease in impurity, a method used to assess how
dependent variables impact prediction error in random forests [20]. The top 1% of features
are presented according to their importance values. As indicated in the figure, the most
distinctive feature predominantly concentrates on the background rather than the body;,
thus enabling easier distinction of adversarial samples from genuine ones. In contrast,
the least distinctive feature primarily focuses on the structures surrounding the vertebrae,
which may complicate the detection of attacks.
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(a) Important features from the most distinctive filter

FGSM BIM SMIA
0 0

50 50 50

100 100 100

150 150 150

200 200 200

250 250 250

50 100 150 200 250 0 50 100 150 200 250 0 50

(b) Important features from the least distinctive filter
Figure 7. Visualization of the top 1% of important features from classifiers trained using (a) the dis-
tinctive filter number 2 and (b) other than the distinctive filter number 22. These features are derived
using the mean decrease in impurity from a random forest classifier for CT segmentation model.

The classification accuracy for adversarial samples, based on filters determined from
the validation set results, is detailed in Table 5. This table features two distinct filters for
each attack method. Evidently, filter 22, which is not underscored, displays accuracy levels
spanning from 62.94% to 100%. Conversely, the underscored filter 2 in the table, denoted
by its selection in our proposed framework, invariably records an impeccable accuracy of
100%, underscoring its superior distinction capability. Put simply, while filter 22 identifies
features activated by both genuine and adversarial samples, filter 2 specifically pinpoints
features triggered exclusively by the adversarial sample.

Table 5. Classification accuracy of adversarial sample detection using selected filters by proposed
framework in this work for CT segmentation model.

EPS

Attack Filter NITR 0.01 0.02 0.1
22 0.6820 0.6623 0.8531
FGSM 2 1.0000 1.0000 1.0000
5 0.6732 0.6732 0.8838
22 10 0.6557 0.6294 0.8640
BIM 15 0.6623 0.6535 0.8596
5 1.0000 1.0000 1.0000
2 10 1.0000 1.0000 1.0000

15 1.0000 1.0000 1.0000
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Table 5. Cont.
. EPS
Attack Filter NITR 0.01 0.02 0.1
5 0.6557 0.7149 1.0000
22 10 0.6842 0.7346 1.0000
SMIA 15 0.6886 0.8136 1.0000
5 1.0000 1.0000 1.0000
2 10 1.0000 1.0000 1.0000
15 1.0000 1.0000 1.0000

Filters highlighted with underlines represent the filters chosen by our framework for adversarial attack detection.

3.4.3. Comparative Evaluation of Adversarial Attack Detection of Ours against Baselines

Comparative analysis for a CT imaging dataset: As outlined in Section 3.2.3, the
baseline methods were developed according to the specifications detailed in their original
publications. It is important to note that these baseline methods identify adversarial
samples based on the reconstruction distance; that is, an adversarial sample is detected
if its reconstruction distance exceeds a certain threshold. Given that only MagNet [11]
provides a detailed process for determining the threshold in its original implementation,
this procedure is adopted and applied uniformly across all other baseline methods to
ensure consistency. Specifically, the maximum reconstruction error is calculated using the
validation set, and this error value is then set as the threshold. Furthermore, the same test
set was used to evaluate both the baseline methods and the proposed method in this study.

Using the test set, a comparative analysis of classification accuracies for adversarial
sample detection across various methods is presented in Table 6. As shown in the table, the
approach from this work, which utilizes features from filter number 2 as selected in the
previous section, consistently outperforms the baseline methods. Specifically, the proposed
method achieves the perfect classification accuracy under different configurations, whereas
the baseline methods seldom exceed a 50% accuracy rate—with the exception of SMIA
under extreme settings (i.e., epsilon = 0.1 and 15 iterations) where the accuracy reaches
82.23% and 89.69% using Park’s variations.

Table 6. Comparative analysis of adversarial sample against CT imaging dataset detection accuracy
across various methods. Note that the proposed approach in this work exclusively utilizes features
from filter number 2.

EPS

Attack Method NITR 0.01 0.1 0.5
Ours 1.0000 1.0000 1.0000
MagNet 0.4956 0.4934 0.4890
FGSM Park 0.4956 0.4956 0.4890
Park_spatial 0.4956 0.4912 0.4759
5 1.0000 1.0000 1.0000
Ours 10 1.0000 1.0000 1.0000
15 1.0000 1.0000 1.0000
5 0.4956 0.4934 0.4890
MagNet 10 0.4956 0.4934 0.4890
BIM 15 0.4956 0.4956 0.4890
5 0.4956 0.4934 0.4846
Park 10 0.4956 0.4934 0.4868
15 0.4956 0.4934 0.4868
5 0.4934 0.4825 0.4693
Park_spatial 10 0.4934 0.4825 0.4693

15 0.4934 0.4846 0.4671
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Table 6. Cont.
EPS
Attack Method NITR 0.01 0.1 0.5
5 1.0000 1.0000 1.0000
Ours 10 1.0000 1.0000 1.0000
15 1.0000 1.0000 1.0000
5 0.4934 0.4890 0.4890
MagNet 10 0.4912 0.4890 0.4890
SMIA 15 0.4890 0.4890 0.4890
5 0.4934 0.4846 0.5000
Park 10 0.4890 0.4846 0.5482
15 0.4890 0.4846 0.8223
5 0.4846 0.4693 0.4956
Park_spatial 10 0.4737 0.4649 0.5943
15 0.4715 0.4649 0.8969

Bold entries signify the highest performance under specific adversarial attack conditions.

In addition, a side-by-side comparison of PPV and sensitivity among various methods
is presented in Table 7, which also exploits features from filter number 2. As delineated by
Equation (2) for PPV and Equation (3) for sensitivity, higher values for these metrics are
preferable. A low PPV suggests that the method is prone to incorrectly labeling genuine
samples as adversarial, while low sensitivity implies the method may fail to identify
adversarial samples. As the table reveals, the proposed approach outperforms all other
methods in both PPV and sensitivity across every configuration. Notably, the proposed
method achieves a flawless PPV and sensitivity scores in all scenarios.

The confusion matrices for both the proposed method and Park_spatial, which ranked
second in the SMIA tests using an epsilon of 0.1 over 15 iterations, are analyzed as depicted
in Figure 8. While it is the runner-up in performance, Park_spatial fails to detect 31 out of
228 adversarial samples and incorrectly flags 16 genuine samples as adversarial.

Given that the baseline methods primarily focus on capturing the reconstruction error
of the input image, they perform effectively when dealing with adversarial images that
exhibit extreme perturbations. This is particularly evident with images having a high step
size (EPS) of 0.1 and undergoing numerous iterations, such as 15.

Table 7. Comparative analysis of PPV and sensitivity in adversarial attack detection across different
methods and types of attacks using CT imaging dataset.

EPS 0.01 0.02 0.1
Attack Method
ac o NITR PPV Sensitivity PPV Sensitivity PPV Sensitivity
Ours 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
FGSM MagNet 0.3750 0.0132 0.2857 0.0088 0.0000 0.0000
Park 0.4167 0.0219 0.4167 0.0219 0.2222 0.0088
Park_spatial 0.4667 0.0614 0.4286 0.0526 0.2381 0.0219
5 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Ours 10 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
15 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
5 0.3750 0.0132 0.2857 0.0088 0.0000 0.0000
MagNet 10 0.3750 0.0132 0.2857 0.0088 0.0000 0.0000
BIM 15 0.3750 0.0132 0.3750 0.0132 0.0000 0.0000
5 0.4167 0.0219 0.3636 0.0175 0.0000 0.0000
Park 10 0.4167 0.0219 0.3636 0.0175 0.1250 0.0044
15 0.4167 0.0219 0.3636 0.0175 0.1250 0.0044
5 0.4483 0.0570 0.3333 0.0351 0.1111 0.0088
Park_spatial 10 0.4483 0.0570 0.3333 0.0351 0.1111 0.0088

15 0.4483 0.0570 0.3600 0.0395 0.0588 0.0044
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Table 7. Cont.
A ttack Method EPS 001 002 01
NITR PPV Sensitivity PPV Sensitivity PPV Sensitivity
5 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Ours 10 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
15 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
5 0.2857 0.0088 0.0000 0.0000 0.0000 0.0000
MagNet 10 0.1667 0.0044 0.0000 0.0000 0.0000 0.0000
SMIA 15 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
5 0.3636 0.0175 0.0000 0.0000 0.5000 0.0307
Park 10 0.2222 0.0088 0.0000 0.0000 0.8056 0.1272
15 0.2222 0.0088 0.0000 0.0000 0.9565 0.6754
5 0.3600 0.0395 0.1111 0.0088 0.4667 0.0614
Park_spatial 10 0.2000 0.0175 0.0000 0.0000 0.7867 0.2588
15 0.1579 0.0132 0.0000 0.0000 0.9249 0.8640

Bold entries signify the highest performance under specific adversarial attack conditions.
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Figure 8. (a) Proposed method in this work; (b) Baseline based on the previous work [10]. Confusion

Negative
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True values

True values
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Positive

matrices for (a) our method and (b) Park_spatial, which achieved the second-best performance on
SMIA tests with an epsilon of 0.1 and 15 iterations for CT segmentation model.

Comparative Analysis for a Gastrointestinal Polyp Dataset: The detection perfor-
mance of the proposed method is compared to baseline approaches using a gastrointestinal
polyp dataset, which utilizes a U-Net-based target model with filter 62 selected similarly to
the CT imaging dataset.

Table 8 provides a comparative analysis of PPV and sensitivity between the proposed
method and the baselines. It is observed that the proposed method outperforms in PPV
and sensitivity in most scenarios, with the exception of FGSM attacks at epsilon values
of 0.01 and 0.1. The PPVs, 0.9383 for epsilon 0.01 and 0.9881 for epsilon 0.1, stand out,
despite the target model’s dice scores experiencing minimal or no decline from 0.8886 for
both epsilon values. Conversely, in extreme cases, the baseline methods do not succeed
in detecting adversarial samples. Particularly, at low epsilon values, all baseline methods
yield a PPV of NaN, suggesting that the attack detectors from these methods classify all
samples as non-adversarial.
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Table 8. Comparative analysis of PPV and sensitivity in adversarial attack detection across different
methods and types of attacks using gastrointestinal polyp dataset.

EPS 0.01 0.1 0.5
Attack Method
ac et NITR PPV Sensitivity PPV Sensitivity PPV Sensitivity
Ours 0.9383 0.9120 0.9881 1.0000 1.0000 1.0000
FGSM MagNet NaN 0.0000 NaN 0.0000 1.0000 0.0520
Park NaN 0.0000 NaN 0.0000 1.0000 0.0640
Park_spatial NaN 0.0000 NaN 0.0000 1.0000 0.0280
5 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Ours 10 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
15 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
5 1.0000 0.0520 1.0000 0.2840 NaN 0.0000
MagNet 10 NaN 0.0000 1.0000 0.2840 1.0000 0.2840
BIM 15 NaN 0.0000 1.0000 0.2840 1.0000 0.2840
5 NaN 0.0000 1.0000 0.0640 1.0000 0.5680
Park 10 NaN 0.0000 1.0000 0.5680 1.0000 0.5680
15 NaN 0.0000 1.0000 0.5680 1.0000 0.5680
5 NaN 0.0000 1.0000 0.0280 1.0000 0.0880
Park_spatial 10 NaN 0.0000 1.0000 0.0880 1.0000 0.0880
15 NaN 0.0000 1.0000 0.0880 1.0000 0.0880
5 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Ours 10 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
15 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
5 NaN 0.0000 1.0000 0.0520 1.0000 0.2840
MagNet 10 NaN 0.0000 1.0000 0.2840 1.0000 0.2840
SMIA 15 NaN 0.0000 1.0000 0.2840 1.0000 0.2840
5 NaN 0.0000 1.0000 0.0640 1.0000 0.5680
Park 10 NaN 0.0000 1.0000 0.5680 1.0000 0.5680
15 NaN 0.0000 1.0000 0.5680 1.0000 0.5680
5 NaN 0.0000 1.0000 0.0280 1.0000 0.0880
Park_spatial 10 NaN 0.0000 1.0000 0.0880 1.0000 0.0880
15 NaN 0.0000 1.0000 0.0880 1.0000 0.0880

Bold entries signify the highest performance under specific adversarial attack conditions. NaN indicates that the
model did not predict any positive cases, leading to an undefined PPV value.

3.4.4. Visualization of Comparisons of Genuine Samples and Adversarial Samples Using
Histogram Equalization

Randomly selected genuine CT samples, alongside their adversarial versions, are
displayed in Figures 9-11. The adversarial samples were generated using FGSM, BIM, and
SMIA attack methods, each with an epsilon of 0.01. While BIM and SMIA used 5 iterations,
FGSM did not. These samples represent the most challenging scenarios for human visual
detection. Despite the modest epsilon value, as indicated in Table 3, the adversarial attacks
have a subtle but pronounced effect. Such slight modifications can lead to major diagnostic
inaccuracies potentially impacting patient care.

To address this, histogram equalization as feature post-processing is applied. The
visual representations underscore that while genuine and adversarial samples might appear
similar to the naked eye, post-processing brings forth distinct feature differences when
employing the most sensitive filters from 2 and 52. Perturbations, especially noticeable
in the background of the adversarial samples, are frequently highlighted by these filters.
Conversely, features processed with filters from 22 and 0, deemed less sensitive in prior
analyses, fail to offer a stark visual contrast.

The proposed method effectively identifies adversarial attacks on gastrointestinal
polyp segmentation, as illustrated in Figure 12. However, when employing histogram
equalization to analyze visual features, differentiating between genuine and adversarial
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samples becomes difficult. This challenge is compounded in the case of gastrointestinal
polyp images, which typically feature limited background areas, in contrast to CT images
where adversarial perturbations in the background are more apparent and critical for
attack detection.

genuine CT image genuine feature of 2 genuine feature of 22

adversarial CT image adversarial feature of 2 adversarial feature of 22

AT

(a) Features from filters 2 and 22.

genuine CT image genuine feature of 52 genuine feature of 0

adversarial feature of 0

adversarial CT image

(b) Features from filters 52 and 0.
Figure 9. Visualization under FGSM Attack: Comparison of features from the first layer between
genuine and adversarial samples for the most sensitive (filters 2 and 52) and least sensitive (filters 22
and 0) filters.



Appl. Sci. 2024, 14, 2130 19 of 26

genuine CT image genuine feature of 2 genuine feature of 22

BT

(a) Features from filters 2 and 22.

genuine feature of 52 genuine feature of 0

(b) Features from filters 52 and 0.
Figure 10. Visualization under BIM Attack: Comparisons of features from the first layer between
genuine and adversarial samples for the most sensitive (filters 2 and 52) and least sensitive (filters 22
and 0) filters.
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genuine CT image genuine feature of 2 genuine feature of 22

adversarial feature of 22

G

(a) Features from filters 2 and 22.

genuine feature of 52

(b) Features from filters 2 and 22.
Figure 11. Visualization under SMIA Attack: Comparison of features from the first layer between
genuine and adversarial samples for the most sensitive (filters 2 and 52) and least sensitive (filter 22
and 0) filters.
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genuine sample genuine feature of 62 genuine feature of 3

adversarial feature of 62

Figure 12. Visualization under BIM attack, with EPS set to 0.01 and NITER at 15, of a gastrointestinal
polyp image: Comparison of features from the first layer between genuine and adversarial samples
for the most sensitive filters 62 and least sensitive filters 3.

3.5. Ablation of Binary Classifier

In this research, random forest, the binary classifier, is employed for adversarial attack
detection on CT segmentation. To validate this choice and ensure robustness, an extensive
ablation study encompassing a range of classifiers is conducted. These include the Gaussian
process classifier, Gaussian naive Bayes, K-nearest neighbor classifier, multi-layer perceptron
classifier, support vector machine, decision tree Classifier, and XGBoost. All these classifiers
were implemented using their respective libraries: scikit-learn [25] and XGBoost [26].

Figure 13 displays box plots comparing the performance of various classifiers when
subjected to adversarial attacks. Each plot aggregates results derived from 64 filters and varies
according to different epsilon values and iteration counts. From the visualization, it is evident
that the random forest classifier exhibits a consistent and robust performance across different
attack types, particularly when compared to other classifiers. This empirical evidence from
the box plots solidifies the selection of random forest as the primary binary classifier for this
work, given its resilience and reliable performance against diverse adversarial challenges.
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Figure 13. Box plots illustrating the performance of various classifiers across different attack config-
urations, including parameters like the number of iterations and perturbation levels (EPS) for CT
segmentation model.
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3.6. Robustness of Distinguishing Gaussian Noise from Adversarial Attacks on CT Segmentation

In the approach targeting filters highly activated by perturbations, there was an
observed tendency to misclassify certain noise types, such as Gaussian noise, as adversarial
attacks. This occurs even when such noise has only a minor effect on segmentation
performance. For instance, images with Gaussian noise at a variance of 0.001, which result
in a reduced dice score of 0.4474 from 0.4524, are consistently identified as adversarial by
our binary classifiers trained on FGSM, BIM, and SMIA attacks (on filter number 2).

To address this issue, the proposed approach is to develop noise detectors to distinct
between the noise and the attack methods. Since filter number 2 is the most activated by
attacks, the noise detector is trained against the adversarial samples. It showcased the
highest differential accuracy between Gaussian noise and adversarial samples, achieving
both a PPV and sensitivity of 1.0. In addition, out of 228 samples for each attack method,
although the classifier is relatively successful in distinguishing Gaussian noise from FGSM
and BIM attacks, it mislabeled 24 samples as SMIA instead of Gaussian noise. This is likely
due to the objective function of SMIA incorporating a Gaussian kernel, which complicates
the discrimination between the adversarial sample and Gaussian noise.

For comparative insights, other baseline detectors are also examined. MagNet iden-
tifies Gaussian noise as genuine samples with a high accuracy of 99.12% but falls behind
in detecting true adversarial attacks, as shown in Table 6. The Park method also correctly
identifies Gaussian noise as genuine samples with an accuracy of 96.93%, highlighting
its relative effectiveness in distinguishing Gaussian noise. However, this also suggests its
inconsistent performance against other types of adversarial perturbations.

3.7. Comparisons of Computation Costs across Various Methods

The inference runtimes of the proposed method were compared with those of the
baseline approaches, with experiments conducted on a workstation featuring an Intel(R)
Core(TM) i7-6850K CPU @ 3.60GHz, 128GB of memory, and an NVIDIA GeForce GTX
1080 Ti GPU. This experiment utilized 5000 randomly generated grayscale images, each
256 x 256 pixels in resolution. Runtimes were assessed across batch sizes from 2° to 2° for
the 5000 data instances.

Figure 14a depicts the average runtime per batch size for each method. The figure
reveals that the runtime of the proposed method experiences a moderate increase, akin to
that of MagNet. However, at a batch size threshold of 256, the proposed method begins to
suffer from out-of-memory errors, a problem not encountered by MagNet. This challenge is
linked to the volume of model parameters processed by the GPU, as illustrated in Figure 14b.
Specifically, the proposed method encompasses 704 parameters, in contrast to MagNet’s
310. Consequently, as depicted in Figure 14b, the proposed method fails to operate at batch
sizes starting from 256.

Conversely, each of Park’s method iterations boasts 31,037,391 parameters, with a
notable difference being Park method’s use of discrete Fourier transformation, which is
omitted in the Park_spatial method. This significant parameter count causes both versions
of Park’s method to experience a sharper increase in runtime compared to the proposed
method and MagNet, rendering them incapable of functioning at batch sizes exceeding 16.

Both the proposed method and Park’s approach adopt the same structure for the target
segmentation model to detect adversarial attacks. However, a key distinction is that the
proposed method from this work relies solely on the first layer. As previously discussed in
Section 3.4.1, this strategic focus on the initial layer enables our method to surpass Park’s
in terms of runtime efficiency.
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Figure 14. Comparison of computation costs during inference, including (a) runtime and (b) GPU
usage, across different methods.

3.8. Limitations

This research makes a notable stride in detecting adversarial attacks on medical
imaging; however, it has certain limitations worth highlighting:

*  Modality-specific limitations: This study is focused on a grayscale CT dataset, which
may limit its applicability to other types of medical imaging such as of skin lesions or
retinal veins. For example, the visualization of features to distinguish between genuine
and adversarial samples in gastrointestinal polyp images is shown to be challenging.

*  Coverage of adversarial techniques: While this approach targets three attacks based
on perturbations, it does not comprehensively address pixel-wise methods like Deep-
Fool [27], One-Pixel Attack [28], or ASMA [29] which can be used to attack specific
sub-regions of the input image.

These limitations not only highlight areas of potential improvement for this work but
also provide avenues for future research in the domain of medical imaging security.

3.9. Discussion

Using a real-world CT dataset, this study demonstrates the proficiency of the proposed
framework in accurately detecting various adversarial attacks, including FGSM, BIM, and
SMIA. Section 3.4.1 presents empirical justifications and furnishes evidence supporting
the choice of initial layers for feature extraction in training the attack detector. Addi-
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tionally, the findings detailed in Section 3.4.2 particularly highlight the superior stability
and efficacy of first-layer features over those from the intermediate layers in discerning
adversarial samples.

Further insights, using both the CT dataset and gastrointestinal polyp datasets explored
in Section 3.4.3, reveal the proposed framework’s exceptional classification accuracy across
various adversarial attack detection methods, consistently surpassing the baseline methods.
Notably, the proposed approach demonstrates outstanding PPV and sensitivity scores across
numerous configurations, indicating its robustness and reliability. A closer analysis using
confusion matrices further solidifies the proposed method’s prowess, as even in the least
favorable scenarios, it outperforms competing methods like Park_spatial, ensuring genuine
samples remain unflagged and adversarial entities are correctly identified.

Additionally, a visualization tailored specifically for physicians is provided. Section 3.4.4
exhibits randomly selected genuine samples paired with their adversarial counterparts on
CT segmentation, highlighting features after histogram equalization. This visual represen-
tation distinctly showcases the pronounced differences in features between genuine and
adversarial samples. However, as illustrated in the section, the proposed method exhibits
limitations in distinguishing between the features of genuine and adversarial samples
within the polyp segmentation dataset.

Moreovert, Section 3.5 delves into an extensive ablation study to validate the efficacy
of selection of binary classifier, random forest, by contrasting its performance with a
range of other classifiers. This empirical analysis reaffirms the chose classifier’s superior
classification accuracy and variance, making it an ideal choice for the complex task of
adversarial attack detection. While the study exposes potential vulnerabilities to Type
I errors in alternative classifiers like decision tree and other baselines, random forest
maintains the perfect performance, thereby substantiating its selection for our framework.

Finally, Section 3.6 demonstrates that the proposed method effectively distinguishes
between Gaussian-noised images and adversarial samples using CT images, while the base-
line methods are not capable. This suggests that the proposed approach provides a more
nuanced and robust mechanism for the identification of different types of perturbations in
medical imaging, thereby contributing to enhanced diagnostic integrity and security.

4. Conclusions

This research explored the vulnerabilities introduced by adversarial attacks in deep-
learning-driven medical imaging. Ultilizing real-world CT and gastrointestinal polyp
datasets, the potency of early-layer features for identifying these threats was highlighted.
Through exhaustive experimental results, the proposed method’s superior performance
over baseline approaches is demonstrated, further substantiated by comparative eval-
uations with various classifiers. The proposed technique stands out in its robustness
against these adversarial attempts. Additionally, visual aids equip physicians with the
clarity needed to differentiate authentic scans from tampered ones. As the landscape of
adversarial strategies and deep learning architectures evolves, it is crucial for the subse-
quent research to remain on the forefront, continuously updating our defensive strategies.
We strive to reinforce the trust in deep learning’s role in medical imaging, affirming its
consistent dependability in healthcare settings.

In the future work, we aim to test our approach using a variety of medical imaging
techniques, including MRI and X-ray, to provide a wide-ranging safeguard in the field
of medical imaging. Furthermore, we intend to mitigate the adverse activation impacts
caused by adversarial samples, focusing on those filters that our framework identifies as
being highly activated.
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