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Abstract: In order to improve the wave energy capture rate of the buoy of a wave energy generation
device, this paper proposes a multi-degree of freedom method to optimize the shape of the buoy
with maximum wave energy capture. Firstly, a multi-degree of freedom wave energy converter
was designed, and the buoy shape was defined using a B-spline curve to generate the shape vector;
then, a numerical model of the multi-degree of freedom wave energy converter was established
and numerical calculations were carried out using AQWA /WEC-Sim software; on this basis, the
particle swarm optimization algorithm was introduced to find the buoy shape corresponding to the
maximum wave energy capture. Finally, the optimization of the buoy shape was in irregular waves.
The results show that as the wave energy capture increased, the buoy shape tended to be flatter, with
a smaller taper, and the optimal buoy shape had a better motion response than the conventional
cone buoy. Eventually, the correctness of the buoy shape optimization method was verified through
experimental testing.

Keywords: particle swarm optimization; wave energy converter; buoy-shape; multi-degree of
freedom; B-spline curve

1. Introduction

With the development of the world economy, the demand for energy consumption
is increasing and the world’s energy shortage is driving the development of new energy
technologies and innovations. In order to achieve sustainable development, China is
actively promoting a ‘carbon peaking and carbon neutrality” energy policy. In this context,
wave energy converters (WECs) based on offshore stationary wind turbines have become
an important and promising research area. Offshore stationary wind turbines have the
advantage of a fixed structure and high wind energy efficiency, while WECs can effectively
harness the energy of waves. By combining these two technologies, not only can the energy
output per unit of ocean area and the stability of power output be improved but also the
mooring, transmission, and distribution costs of wave power generation devices can be
eliminated, which can achieve the goal of the diversification and sustainable development
of green energy and provide strong support for China to achieve the ‘carbon peaking and
carbon neutrality goals’. The aim of this paper is to address the bottleneck issue faced
by enterprises and provide a new technological pathway for designing high-performance
buoys, thereby offering a novel approach for the design of buoy shapes for multi-degree-of-
freedom WECs.

At present, most of the research on WEC technology is focused on primary energy con-
version, secondary energy conversion [1], and the spatial arrangement of power plants [2].
Specifically, these include the optimization of buoy hydrodynamic characteristics, efficient
and stable energy conversion, and arrayed power plants. It has been shown that improve-
ments to the buoy shape and structure can improve its hydrodynamic performance [3],
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which is important for improving the efficiency of primary energy conversion. There-
fore, buoy shape optimization has become one of the hot topics in WEC primary energy
conversion research.

In terms of primary energy conversion, this study can be broadly based on the defini-
tion of buoy geometry, numerical calculation methods, and the selection of optimization
algorithms. For example, buoy geometry is defined using B-spline surfaces [4-7], Bézier
curves [8], specific shapes such as rectangles and wedges [9,10], changing the outer diame-
ter and bottom shape of the buoy [11], using polar equations in polar coordinates [12], and
changing other parameters while keeping the buoy volume constant [13]. A complex buoy
shape is also defined by a central line and multiple cubic B-spline curves [14]. In terms of
numerical calculation methods, there are joint simulations by AQWA /WEC-Sim boundary
element methods [15-17] for numerical calculations. Nazari et al. [18] used AQWA to
calculate hydrodynamic data for different buoy shapes, followed by MATLAB codes to
obtain output power and efficiency. Similarly, the hydrodynamic data were calculated by
AQWA software and then the design of experiments method was applied by Minitab soft-
ware [19] to determine the optimum geometry. The Taguchi design and response surface
design methods [20,21] were used to develop a shape optimization process, also using
computational fluid dynamics software for viscous hydrodynamic calculations [10,22]. In
terms of optimization using metaheuristic algorithms, in previous studies, genetic algo-
rithms have been used to develop multi-objective problems [23,24]. Amini et al. [25] used
five metaheuristic algorithms to achieve the optimal value of WEC power output under
damping. Garcia et al. [6] used the genetic algorithm and the particle swarm optimization
algorithm (PSO) to propose different geometry definition methods adapted to different
optimization algorithms. Song et al. [26] proposed a PSO-based heuristic framework for
solving nonlinear continuous maximum coverage position models. He et al. [27] proposed
the effect of buoy volume on power capture based on a differential evolutionary algorithm.
Lin et al. [14] used a genetic algorithm combined with a neural network to determine
optimal buoy shape, and the implementation of a neural network greatly reduced the
computation time. Liu et al. [28] proposed a buoy shape optimization method based on an
annual average power prediction model by combining a multi-island genetic algorithm
and a power prediction model. In the field of secondary energy conversion, the processes
are mainly hydraulic, electromagnetic direct-drive, mechanical direct-drive [29], etc. Due
to the general low frequency of waves, direct-driven wave energy conversion is not effi-
cient for power generation. Baninajar et al. [30] proposed a dual-stack coaxial magnetic
gear to improve the energy output efficiency of a generator and Liu et al. [31] proposed a
permanent magnet-induction magnetic screw with high thrust density and high energy
conversion efficiency to improve the energy conversion efficiency of direct-drive electro-
magnetic processes. Calvario et al. [32] proposed a technique to match the geometric and
control parameters of a power take-off (PTO) system for a WEC using a genetic algorithm
to increase the excitation torque of the buoy and improve the conversion efficiency of the
PTO system. Fan et al. [33] proposed a hydraulic WEC combined with an offshore wind
turbine, and a fuzzy controller was designed to regulate the displacement of the hydraulic
motor and control the output power. Geng et al. [34] proposed a new hydraulic PTO power
regulation module structure to improve the power output stability of the hydraulic PTO
under irregular wave conditions. In the field of power plant array arrangement, Veurink
et al. [35] proposed a cost function to optimize the array arrangement of a WEC, with
the aim of minimizing power variation and energy storage while maximizing the energy
delivered to onshore points co-coupled with the grid. de Andrés et al. [36] studied the
coefficients influencing the layout of wave energy field arrays, such as the number of WECs
and wave directionality. Stratigaki et al. [37] conducted experimental studies by means of
design trials for a range of geometric layout configurations and wave conditions.

Through an analysis of the current research status at home and abroad, it has been
found that although defining the geometric shape of buoys using methods such as Bézier
curves or B-spline surfaces can achieve optimal energy harvesting efficiency, it sacrifices
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the manufacturability of the buoys. This is because buoy shapes that are symmetric
and regular are more suitable for engineering applications. Defining specific shapes to
describe buoy shapes and optimizing buoy shapes using computational fluid dynamics
methods presents challenges such as high computational complexity and scalability issues.
Similarly, using metaheuristic algorithms for buoy optimization also has limitations. For
example, optimizing buoy shapes typically involves a large number of design variables,
leading to a large search space. Some algorithms may also exhibit slow convergence rates,
especially when dealing with complex problems, requiring long search times to achieve
satisfactory solutions.

The proposed method defines the geometric shape of the buoy through a 5-dimensional
shape vector based on B-spline curves, while enforcing constraints on the coordinate param-
eters” upper and lower limits, ensuring that the buoy’s shape remains regular throughout
the optimization process. In terms of model development, compared to conventional com-
putational fluid dynamics buoy shape optimization methods, the unique modeling tool of
WEC-Sim empowers this method with the capability to develop multi-degree-of-freedom
WECs. Due to the introduced PSO’s capability to search for the global optimal solution
within the population, it does not require the computation of gradients or derivatives.
Therefore, it can effectively handle problems without explicit expressions or continuity.
Compared to traditional optimization methods such as gradient descent, the implementa-
tion of PSO is relatively simple. It does not require a complex problem framework; rather,
it only necessitates the definition of appropriate fitness functions and parameter settings.
Additionally, PSO is less sensitive to the choice of initial conditions and parameter settings,
typically exhibiting good robustness. As a result, it provides a more comprehensive explo-
ration of operating conditions compared to conventional optimization methods, leading to
more precise solutions.

The structure of this paper is as follows: Section 1 provides the introduction, Section 2
presents the theory of hydrodynamic calculations and optimization methods, Section 3
analyzes the evolutionary patterns of buoy shapes under irregular waves, Section 4 is
dedicated to experimental verification, and, finally, the conclusion of the entire paper
is given.

2. Theory and Methodology
2.1. Numerical Model

Successful international wind and wave co-generation devices, such as the semi-
submersible triangular wind and wave energy hybrid system W2Power developed by
Wave energy in Norway and the Wave Star basic array WEC developed in Denmark, are
all WEC built on ocean platforms. The efficiency of the WECs varies depending on the
coupling to the ocean platform. In this paper, a three-dimensional diagram of a WEC based
on an offshore fixed wind turbine is shown in Figure 1.

The above 3D model is simplified to obtain a schematic diagram of the operation
of a single buoy coupled to a wind turbine. As shown in Figure 2, for this multi-degree
of freedom WEC, there are two rotational joints, located at the beginning and end of the
pendulum arm, with one end connected to the buoy and the other to the turbine base. H is
the distance from the buoy restraint point to the PTO articulation point, /1 is the distance
from the buoy center to the restraint point, h; is the distance from the PTO articulation
point to the upper surface of the buoy, and D is the tower diameter. In the time domain
analysis, two rotational joints were established. The rotational joint connected to the
tower incorporated the entire pendulum system to establish a rotating PTO system, with
a damping coefficient Cprp to generate electrical energy output. A rotational constraint
was set at the rotational joint connecting the buoy and the swing arm, with a damping
coefficient C.
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(a) (b)

Figure 1. Three-dimensional model of wind and wave combined device: (a) modelling diagram;
(b) Partial enlargement diagram.

H

Figure 2. Schematic representation of WEC in pitch motion.

2.2. Hydrodynamic Theory

According to Newton’s second law, the equation of motion of a swing arm wave
energy buoy in the frequency domain can be obtained as follows:

. K
—iw(M+ M) + A — w { = Fexc 1

where M is the wave energy buoy mass, K is the restoring force coefficients, and ¢ is the
motion response amplitude.

Once the frequency domain equation of motion of the wave energy buoy is obtained,
the time domain equation of motion of the wave energy buoy can be found by inversion of
the Fourier transform:

(M + M) x(t) + /Ot x(T)h(t — T)dT + Kx(t) = Fexe(t) ()
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where M is the additional mass of the buoy at infinity and %(t) is the time delay function,

which can be expressed as

h(t) = % /0 " A(w) cos wdt 3)

where A(w) is the radiation damping function.
For a particular swing-arm WEC with a PTO system, the equation of motion in the
time domain can be expressed as

1+ Ja)8(6) + K10(6) + 1 [ (e = D0(0)T = More(6) + Mpro(?) @

where [ is the equivalent length of the arm, Mpro(f) is the linear PTO damping moment,
Mexc(t) is the excitation moment, | and ]« are the rotational inertia of the buoy and the

additional rotational inertia at infinity, and 6(t), 6(t), 6(t) are the oscillation angle, angular
velocity, and angular acceleration of the system, respectively.
The linear PTO damping moment is expressed as

Mpro(t) = —Cprof(t) )

where Cprp is the damping of the system.
The instantaneous energy capture power of the device is

Py (t) = Mpro(t)0(t) (6)

The average energy capture power of the device from time #; to f; is

P = [ Pult)it @)

Therefore, the designed WEC system can be analyzed by the force analysis revealed in
Figure 3.

Newton's second law

S
M, Excitation Torque
m
— - ~
/J’/l(t —7)(r)dr |Radiation Torque = rL Buoy PTO [ Power Input }
-
‘\— ) 4 \
Hvd ) o(r)
KlO(1) ydrostatic PTO Torque
Torque
~— —
M,

Figure 3. The torque composition analysis of the swing-arm WEC.

2.3. Optimization Methods

In this study, a multi-degree of freedom time domain model was jointly developed
using AQWA /WEC-Sim. AQWA is a dedicated simulation tool for the marine and offshore
engineering industry and is commonly used to calculate hydrodynamic problems related
to ships and offshore engineering. The classical interface of AQWA requires parametric
modeling in APDL to provide the input files for AQWA. WEC-Sim is an open-source code
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for simulating WECs, developed in MATLAB/SIMULINK using the multibody dynamics
solver Simscape Multibody. WEC-Sim is capable of modeling devices consisting of hydro-
dynamic rigid bodies, articulations and constraints, PTO systems, and mooring systems.
Simulations are performed in the time domain by solving the equations of motion of a
controlled WEC with six rigid Cartesian degrees of freedom.

The optimization method can be divided into the following steps:

(1) Generate shape vectors by the buoy shape definition method.

(2) Input the variables into ANSYS APDL for parametric modeling, generate the hydrody-
namic suffix dat file, put the dat file into AQWA for calculation, and obtain the suffix
ahl file and lis file. (These two files are the hydrodynamic input files of WEC-Sim,
generated by the internal Bemio function with the suffix h5 file, and the h5 file is
the final WEC-Sim calculation file.) Calculate the target function fitness values by
WEC-Sim.

(3) Introduce the optimal PSO, compare the objective function fitness values, generate
new variables, and then repeat steps (1) and (2). When the fitness value, which is the
within-iteration best value of the population, remains unchanged or changes by less
than a certain threshold, and the maximum number of iterations set has been reached,
the algorithm is considered to have converged.

Optimization algorithms are divided into traditional and intelligent algorithms. Tradi-
tional optimization algorithms are deterministic algorithms with fast convergence and a
definite termination criterion, but the solution results are strongly dependent on the initial
values and only locally optimal solutions can be obtained, such as linear programming
and constraint methods. In order to avoid getting trapped in a local optimum, it is recom-
mended to use intelligent optimization algorithms that can search for the global optimum,
such as PSO and simulated annealing methods. This paper focuses on the optimization of
buoy parameters using PSO because of their simplicity and ease of implementation with
few parameters.

A simplified algorithmic model was first proposed by James Kennedy and Russell
Eberhart in 1995 [38]. This model focused on bird foraging behavior, where flocks of birds
shared information about the group to find the best foraging site. PSO has been refined
over the years.

In buoy shape optimization, the position of each particle not only represents a candi-
date solution but also contains information about the shape of the buoy. Specifically, each
candidate solution can be represented as a vector, where each element represents the shape
characteristics of the buoy in different dimensions, such as length, diameter, etc. In the
PSO algorithm, the position of each particle is the shape vector of a buoy, and the update
process is adapted to update the elements of the shape vector accordingly.

In the PSO algorithm, the velocity and position of each particle can be updated using
the following equations:

k+1 _ k k .k k .k

Uiy = Woy +cin (pid,pbest xid) + Czrz(pd,gbest xid) (8)
k+1 _ .k k+1

Xig = Xjg T Vg

wherei € 1,2,--- N, N is the number of particles,d € 1,2, - - - G, G is the number of particle
dimensions, k is the number of iterations, r1, 72 € [0, 1], ¢1, ¢p are the individual learning
factor and the population learning factor, respectively, w is the inertia weights, xf.‘d is the
position of the i-th particle in the d-th dimension in the k-th iterations, v;‘d is the velocity of
the i-th particle in the d-th dimension in the k-th iterations, Pi'(d, phest 18 the historical optimal

position of the i-th particle in the d-th dimension after the k-th iterations, and pgl gbest is the
historical optimal position of the population in the d-th dimension after the k-th iterations.

Based on the above introduction to the PSO algorithm, the pseudocode of the PSO is
revealed in Figure 4.
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Initialize the population of particles with random positions and velocities
Initialize the best-known positions of each particle

Initialize the global best-known position

Set maximum number of iterations or a termination criterion

While termination criterion is not met:
For each particle:
Evaluate the fitness of the current position
If the current position is better than the best-known position:
Update the best-known position of the particle
If the current position is better than the global best-known position:
Update the global best-known position

For each particle:
Update the velocity using the formula:
velocity(t+1) = inertia * velocity(t) + ¢l * rand() * (best_known_position -
current_position) + ¢2 * rand() * (global_best_known_position - current_position)
Update the position using the formula:
position(t+1) = position(t) + velocity(t+1)
Increment the iteration counter
End While
Return the global best-known position

Figure 4. PSO algorithm pseudocode.

The following Table 1 shows the parameter settings of the PSO.

Table 1. Parameters of PSO.

Parameters Value

i 30
d 5

k 20
w 0.6
1 1.6
C2 1.8

Umax (0.135, 0.075, 0.15, 0.075, 0.15)

The number of particles [39] is typically between 20 and 1000, with a range of 20
to 40 being suitable for simple problems. A smaller population size may lead to getting
trapped in local optima, while increasing the number of particles can enhance convergence
speed, allowing for faster discovery of the global optimum. However, a larger population
size also entails increased computational costs per iteration. For this study, a population
size of 30 seemed appropriate. The shape vector consisted of 5 variables, corresponding
to a dimensionality of 5. The number of iterations usually depends on the difficulty of
the question; it needs to be adjusted according to the actual situation in the process of
optimization. Due to the significant computational burden and file modifications involved
in the joint simulation in this study, a value of 20 iterations was deemed appropriate.
The inertia factor [40,41] typically ranges from 0.4 to 2, while the acceleration factor [42]
typically ranges from 0 to 4. Choosing intermediate values is generally suitable. v,y refers
to the maximum velocity of the particle; it was set to 10~20% of the particle variation range.
The range of variation of the particles is shown in Equation (9).

The above steps allow for the use of the PSO algorithm for buoy shape optimization
to find the global optimal solution. The specific technical path is shown in Figure 5.
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Figure 5. Buoy shape optimization flow chart for the PSO algorithm.

For the PSO, the value of the fitness was calculated by substituting the vector into
a specific objective function, which was chosen to determine the shape of the buoy. In
recent years, the technical challenges of wave power generation have focused on efficient
energy conversion technology and the optimization of the hydrodynamic performance of
buoys. The buoy captures waves for primary energy conversion, which is related to the
hydrodynamic performance of the buoy, while the secondary energy conversion depends on
the mechanical structure and the method of energy conversion. Therefore, how to improve
the energy capture capacity of the buoy is the key. Therefore, the objective function could
be defined as the average power captured by the buoy in a wave, represented by P;,. By
calculating and comparing the value of the objective function, the average power captured
by the buoy was maximized for a given wave condition.

When the PSO was applied to the buoy line optimization problem, the particles of the
PSO were selected as the coordinates of the control vertex X;, X», X3, X4, X5 of the B-spline
curve that controlled the shape of the buoy, which formed the shape vector («,5,6,0,1).
As shown in Figure 6, B controlled the buoy draft height, §, 6, B jointly controlled the buoy
draft volume, A controlled the buoy waterline cross-sectional area, and « controlled the
buoy bottom shape, with a maximum of 20 iterations. The shaded area enclosed by the
B-spline curve and the x and z axes was rotated 360° about the axis of rotation z, which
was the shape of the buoy below the surface line. The upper and lower bounds were set
to 15-20% of the difference between the upper and lower bounds so that the buoy shape
was not unreasonably sharp or concave, and the algorithm was restricted to search for the
optimal solution within a certain range. The upper and lower bounds of the constraint can
be expressed as

0<a<10m
-15m<B<-10m
10m <46 <20m 9)

—10m<6<—-05m
20m<A<3.0m

The equation of the B-spline curve can be expressed as
n
C(u) = )_ PiNjx(u) (10)
i=0

where P;(i = 0,1,2- - - n) are the control points—typically, there are n + 1 control points—
and Nj (i =0,1,2- - - n) is the k-th B-spline basis function—the highest number of times
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is k. The basis function is the k-th segmented polynomial determined by a node vector
[tg, U7 - - - Uy k+1]. The nodes in the node vector are uniformly or equidistantly distributed
along the parameter axes, and the B-spline curve is called a uniform B-spline curve. In this
paper, a uniform 3rd-order B-spline curve was used to describe the buoy shape.

ZA

P>
X,(A,15)

o X
X, (A,0)

#;(8.8)
-
X,(0,8 A 8)

Figure 6. Geometry definition.

2.4. Validation

Due to the limitations of the AQWA software for time domain calculations of multi-
degree-of-freedom models, this study performed hydrodynamic calculations of multi-
degree-of-freedom models by combining the AQWA frequency domain and WEC-Sim time
domain calculations numerically. In order to verify the correctness of the above method, the
results computed by the combined AQWA /WEC-5im were compared with those of Ruehl
Keet al [43]. Ruehl K et al used WAMIT to obtain the frequency domain hydrodynamic data
and used WEC-Sim and Orca-flex software to perform time domain calculations for RM3
in a multi-degree-of-freedom model. In this study, the same models and settings were used
for the comparison. The simulation model is presented in Figure 7.

SWL

Float to SWL2 [m])

-

(@) (b)

Figure 7. RM3 model: (a) geometric model from Ruehl K et al.; (b) grid model for AQWA frequency
domain calculations in this paper.

The two models used the same wave conditions, and a regular wave with a wave
height of 2.5 m and a period of 8 s was selected. As shown in Figure 8, the validated data
from the literature are shown as blue lines and the data calculated by AQWA /WEC-5im
are shown as red lines. By comparing the pitch response curves of the RM3 device, it can be
seen that the results of the method used in this paper are similar to those of the literature.
The deviation of 0.02 deg was within the acceptable error range.



Appl. Sci. 2024, 14, 1889

10 of 18

Ruehl K et al.
—— AQWA/WEC-Sim

Pitch (deg)
&

2k

_4.I.l.l.l.l.l.l.

0 50 100 150 200 250 300 350 400
Time (s)

Figure 8. The simulation results compared with the results published by Ruehl K. et al. [43].

3. Results

In order to visualize the variation of power capture during the optimization of buoy
shapes, irregular waves were calculated in the time domain to analyze the shape evolution
and, finally, the hydrodynamic performance and energy capture capacity of the different
buoys. The model parameters are shown in Table 2.

Table 2. System parameters of WEC.

Parameters Value [m]
H 10
D 6.6
I 1.2
hy 3.7

In order to simulate the hydrodynamic performance and shape optimization process
of the buoy in real sea conditions, in this section, the improved JONSWAP wave spectrum
proposed by Goda [44] is selected for numerical simulation, which can be used to generate
irregular wave data according to the following wave spectrum equation. According to the
theory of linear superimposition, irregular waves can be considered as the superposition of
a large number of regular table lines with different periods, phases, and amplitudes.

4 5 _ _ _1)2
Sf = BHIT,*f " exp {_4<Tpf) 4} P U=/ 2] (11)
0.06238
Fr=omox 0.03367 — 0.185(1.9 + ) [1.904 = 0.019151 In 7] (12)
Ty

— s
01520y + 02) (1%
where Hg is the significant wave height, v is the peak factor of the spectrum, f is the
frequency, fp is the peak frequency, o is the peak type parameter, o = 0.07(w < wp),
o = 0.09(w > wp), wp is the circular frequency at the spectral peak, and Tp is the peak
period, which is equal to 1/ fp.

Offshore wind farms are situated in the Yellow and Bohai Seas of China. Liang et al [45].
analyzed the wave heights and periods of the Chinese Yellow and Bohai Seas, so the most
probable sea state was chosen for this paper. The spectral density function curves generated
by the wave conditions are shown in Figure 9.

The above wave spectrum was simulated in WEC-Sim in the time domain; the WEC-
Sim model is shown in Figure 10.
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Figure 10. WEC-Sim model.

As shown in Figure 11, when C took 0, the objective function converged in 16 steps and
the fitness value converged to 13.422 kW; when C took 5.0 x 10° Nms/rad, the objective
function converged in 12 steps and the fitness value converged to 12.132 kW; when C took
1.0 x 10° Nms/rad, the objective function converged in 17 steps and the fitness converged
to 12.390 kW. At the beginning of the iteration, the value of P;, was small and, as the
iteration progressed, the motion response of the buoy gradually increased and the energy
of the entire swing arm system was efficiently captured. Obviously, the fitness value of C
was greater than that of the other two cases, and the power generation system worked in a
more efficient energy capture range.

As shown in Figure 12, (a) is the motion response of the buoy in pitching degrees of
freedom and (b) is the motion response of the system in pitching degrees of freedom. The
maximum swing angle of the buoy was obtained when C took 0, the pitch angle reached
34 degrees, and, under the same damping coefficient, the swing angle of the system showed
the same movement trend as the swing angle of the buoy, and the maximum swing angle
of the system reached 9 degrees. In general, the motion response of the buoy affected the
motion response of the system, and the more violently the buoy moved, the more violently
the system swung.

Briefly, as shown in Tables 3-5, data from six representative iterations out of 20 were
selected and had distinct characteristics.
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Figure 12. Motion response: (a) buoy pitch motion response; (b) swing-arm system pitch motion

response.

Table 3. Results of («, 8,6,0, A) for the iterations under C = 0.

Iterations (a,8,6,0,1) [m] P;, [kW]
k=1 (0.91, —1.4444, 1.3897, —0.798, 2.132) 5.1000
k=4 (0.8004, —1.3856, 1.429, —0.7333, 2.2204) 5.8152
k=38 (0.9476, —1.161, 1.4171, —0.63, 2.5984) 9.4225
k=12 (1.0, —1.0, 1.3888, —0.5127, 2.9841) 13.300
k=16 (1.0, —1.0,1.3847, —0.5, 3.0) 13.422
k=20 (1.0, —1.0, 1.3847, —0.5, 3.0) 13.422
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Table 4. Results of («,,6,0, A) for the iterations under 5.0 x 10° Nms/rad.

Iterations («,B,6,06,A) [m] P;, [kW]
k=1 (0.6283, —1.3494, 1.2305, —0.9026, 2.1707) 5.5411
k=4 (0.557, —1.3788, 1.5443, —0.9721, 2.3737) 6.9372
k=38 (0.9204, —1.5,1.3561, —1.0, 2.8379) 10.875
k=12 (1.0, —1.5,1.346, —1.0, 3.0) 12.132
k=16 (1.0, —1.5,1.346, —1.0, 3.0) 12.132
k=20 (1.0, —1.5,1.346, —1.0, 3.0) 13.132

Table 5. Results of («, ,6,0, A) for the iterations under 1.0 x 10® Nms/rad.

Iterations («,8,6,6,A) [m] P;, [kW]
k=1 (0.1962, —1.1078, 1.2283, —0.7514, 2.3818) 7.3554
k=14 (0.4423, —1.1048, 1.3199, —0.7351, 2.4343) 7.7898
k=38 (0.7977, —1.0444, 1.3463, —0.5583, 2.7111) 10.156
k=12 (0.9684, —1.0, 1.3521, —0.5, 2.9094) 11.718
k=16 (0.9684, —1.0, 1.3521, —0.5, 2.9094) 11.718
k=20 (1.0, —1.0, 1.3521, —0.5, 3.0) 12.390

The common features were that A, which controlled the radius of the buoy, tended
to reach the upper bound, « = 1, which controlled the shape of the bottom of the buoy.
Among the different features shown in Tables 3 and 4, , which controlled the buoy draft,
converged to the upper limit of the constraint with the smallest buoy draft, while, shown
in Table 5, B converged to the lower limit of the constraint with the largest buoy draft. In
order to clarify the variation of wet surface area and drainage volume of the buoy, C = 0 in
Table 3 was selected for the analysis. In Figure 13, (a) shows the variation of buoy draft
volume V with the number of iterations in Table 3 and (b) shows the variation of wet
surface area A of the buoy with the number of iterations in Table 3. It can be seen that, in
general, the volume of the draft from the buoy, V, decreased with the number of iterations,
increased at step 6 of the iteration, and continued to decrease after step 6, while the wet
surface area of the buoy, A, increased with the number of iterations. In order to analyze
the change in buoy shape during the iterative process, two dimensionless variables, 7 and
@, were defined. 17 was the absolute value of the ratio of B to A, which characterized the
flatness of the buoy, with a smaller # indicating a flatter buoy and vice versa. ¢ was the
absolute value of the ratio of a to 3, which characterized the taper of the buoy, with a
smaller ¢ indicating a more tapered buoy. The expressions are as follows:

-4 "
=2 15
¢ B (15)

Figure 14 below shows the curves for ¢ and 5. As shown, the  curve showed a
decreasing trend, indicating that the shape of the buoy became flatter and flatter with the
number of iterations, while the ¢ curve showed a rapid increase after a small decrease at
the 5 — th iterations, indicating that the shape of the buoy became less tapered with the
number of iterations.

Summing up the above patterns, the following can be concluded:

(1) With the shape vector constraint, the wet surface area of the buoy became larger and
the drainage volume decreased as the buoy shape was optimized iteratively.

(2) With the shape vector constraint, the buoy shape tended to be flat with a small taper
as the buoy shape was optimized iteratively.
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4. Experimental Validation

To validate the correctness of the optimization method described above, a wave
tank experiment was conducted at the Yantai Research Institute of Harbin Engineering
University. The experimental setup is depicted in Figure 15. A high-speed camera was
employed to capture the buoy’s instantaneous motion characteristics, while displacement
sensors were utilized to measure the buoy’s motion response. The internal clear space
dimensions of the wave tank were 10 m x 0.8 m x 0.8 m. The wave tank had the capability
for active wave generation, with a maximum operational water depth of 0.6 m or more.
When generating regular waves, the wave periods ranged from 0.5 to 2 s, and the maximum
wave amplitudes ranged from 30 to 200 mm.

Based on the dimensions of the wave tank, two scaled-down buoys were manufactured
with a scale ratio of 0.05. The connection between the buoys and the arm was established
through bolts, while the connection between the tower and the arm was facilitated by two
bearings. In the experiments, regular waves were generated with a wave period set at 1.03 s
and a wave height of 0.06 m. The experimental results are depicted in Figure 16.

The experimental results from the wave tank under scaled conditions clearly indicate
a significant difference in the hydrodynamic performance between the scaled-down op-
timal buoy and the traditional cone buoy. Once the system reached stability, the motion
response exhibited a consistent pattern. The swing amplitude of the optimal buoy reached
approximately 40 mm, while that of the cone buoy was only 10 mm. This demonstrates
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that the hydrodynamic performance of the optimal buoy surpasses that of the cone buoy,
thereby validating the effectiveness of the optimization method proposed in this study.

(c)

(d)

Figure 15. Experimental layouts: (a) high-speed camera setup; (b) Sensor setup; (c) buoy at rest;

(d) buoy oscillation State.
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Figure 16. Experimental results.

5. Conclusions

45

50

In this paper, an approach to optimizing buoy shape using a PSO algorithm was
established, mainly discussing the change in buoy shape during the iterative process with
irregular waves, with constant Cprp and different C. The aim was to analyze the effect
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of the motion response of the buoy and then summarize the discipline of buoy shape
optimization. The optimal buoy shape was compared with the conventional cone buoy
shape for hydrodynamic performance and, finally, experimental verification was conducted,
which is summarized as follows:

(1) Thebuoy shape tended to be flatter and less tapered as the objective function increased
with increasing values of the upper and lower limits of the coordinates.

(2) The buoy shape tended to decrease the drainage volume and increase the wet sur-
face area.

(3) The optimal buoy shape had better hydrodynamic performance. Through experimen-
tal testing, differences in the hydrodynamic performance of the buoys were obtained,
thereby validating the effectiveness of the buoy shape optimization method.
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