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Abstract

:

The special features of the applicability of artificial neural networks to the task of identifying relationships between meteorological parameters of the atmosphere and optical and geometric characteristics of high-level clouds (HLCs) containing ice crystals are investigated. The existing models describing such relationships do not take into account a number of atmospheric effects, in particular, the orientation of crystalline ice particles due to the simplified physical description of the medium, or within the framework of these models, accounting for such dependencies becomes a highly nontrivial task. Neural networks are able to take into account the complex interaction of meteorological parameters with each other, as well as reconstruct almost any dependence of the HLC characteristics on these parameters. In the process of prototyping the software product, the greatest difficulty was in determining the network architecture, the loss function, and the method of supplying the input parameters (attributes). Each of these problems affected the most important issue of neural networks—the overtraining problem, which occurs when the neural network stops summarizing data and starts to tune to them. Dependence on meteorological parameters was revealed for the following quantities: the altitude of the cloud center; elements m22 and m44 of the backscattering phase matrix (BSPM); and the m33 element of BSPM requires further investigation and expansion of the analyzed dataset. Significantly, the result is not affected by the compression method chosen to reduce the data dimensionality. In almost all cases, the random forest method gave a better result than a simple multilayer perceptron.
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1. Introduction


Climate change has become one of the most significant global challenges of our time. The application of machine learning (ML) methods provides the ability to not only process and analyze huge amounts of information but also to reveal patterns that are inaccessible using other tools. This enables scientists to better understand the impact of a variety of factors on climate processes and make more accurate forecasts. Modern hardware and software tools allow us to deepen the understanding of atmospheric processes [1,2] and improve forecasting in the field of environmental engineering [3,4,5], and they are even used to optimize power systems [6]. Cloudiness is the most important regulator of the Earth’s radiation budget. However, a wide range of questions related to the evaluation of its influence on the amount of solar energy reaching the Earth’s surface remains unresolved. High-level clouds (HLCs) are known for their large horizontal extent, which can be up to thousands of kilometers [7,8]. For this reason, they significantly affect the regional and global radiation budget and climate due to the effects of attenuation and reflection of radiation [9,10].



Neural networks (NNs) can be a powerful tool in solving climate problems, but they are not a universal solution for all tasks and must be used in combination with other research and data analysis techniques to achieve the best results. In order for a NN to be able to solve a problem, it needs to be properly trained on a sufficiently large amount of high-quality data, and it needs to take into account all factors affecting the problem being solved. When using NNs in climate research, it should be recognized that they can be ineffective when important climate factors have not been included in the initial dataset, which can lead to incorrect conclusions.



Thus, in order to achieve the best results, it is necessary to use multimodal studies that include different methods of data investigation and analysis. The present research describes this approach: we investigated the special features of the NN applicability to the problem of reconstructing the relationship between meteorological parameters and optical characteristics of HLCs. The existing atmospheric models estimate the microstructure of HLCs quite roughly: a real ice particle is replaced by an equivalent sphere with a certain value of the effective radius, which negatively affects the accuracy of weather and climate forecasts [11,12]. The special feature of our approach is the use of the set of atmosphere lidar sensing data from 2009 to the present, which combines more than 3 thousand series of measurements of atmospheric parameters and is systematically expanded. The lidar was developed and built at the National Research Tomsk State University (NR TSU) [13]. Lidar methods are the most promising in solving the tasks of operative control and monitoring of the atmosphere state since they allow vertical profiles of optical, microphysical, and meteorological parameters to be determined in real time [14,15,16,17].



The materials and methods are discussed in Section 2. Section 2.1 contains basic information about the high-altitude matrix polarization lidar (HAMPL). Section 2.2 describes sources of information on meteorological conditions at the altitudes of clouds registered by the lidar. Section 2.3 provides basic information about the software product developed for processing the lidar meteorological dataset based on machine learning methods. Section 3 collects a description of the results of the work. Section 3.1 gives a preliminary analysis of the data. Section 3.2 describes the implementation of data dimensionality reduction. Section 3.3 is devoted to the implementation of the estimation of the HLC detection altitude. Section 3.4 presents the results of the HLC upper- and lower-boundary altitudes, and Section 3.5 presents the estimation of elements of the HLC backscattering phase matrix (BSPM). Section 4 discusses the results of the paper. The conclusion is given in Section 5.




2. Materials and Methods


2.1. High-Altitude Matrix Polarization Lidar (HAMPL)


A block diagram of the HAMPL and the issues of detecting the preferred horizontal orientation of ice particles in HLCs are described in [18]. The lidar is oriented vertically in the zenith direction (Figure 1). Measurements are performed at any time of the day provided that there is no precipitation, strong wind, or low clouds. A Nd:YAG laser Lotis TII LS-2137U with an operating wavelength of 532 nm, a pulse energy of up to 400 mJ, and a pulse repetition rate of 10 Hz is used as an optical radiation source. A Cassegrain mirror lens with a primary mirror diameter of 0.5 m and a focal length of 5 m is used as a receiving antenna. A Wollaston prism, which divides received backscattered radiation into two mutually orthogonally polarized beams, is installed on the output of the receiving optical channel of the lidar. These radiation beams are recorded by two Hamamatsu H5783P photomultiplier tubes (PMTs) operating in the photon-counting mode with time strobing of the signal, which provides the lidar altitude resolution from 37.5 to 150 m.



To suppress active backscatter noise from the near-field zone of the lidar (up to 3 km), electro-optical shutters (EOSs) are installed in front of the PMTs. The EOSs are based on a potassium dideuterium phosphate (DKDP) crystal with a maximum trigger frequency of 100 Hz, a high-voltage pulse duration of 1–1000 μs, and a high-voltage pulse delay relative to the trigger pulse of 1–100 μs. The use of EOS allows the characteristics to remain linear even during lidar operation in the daytime at the maximum energy of the sensing pulse. Radiation pulses with four different polarization states (three linear and one circular) are sent alternately into the atmosphere, for each of which the polarization state of backscattered radiation described by the Stokes vector parameter is determined. Thus, 16 intensity profiles are measured in each sensing cycle, from which 16 BSPM elements are calculated. BSPM is a 4 × 4 matrix with mij (i, j = 1, 2, 3, 4) elements, which is the operator for converting the Stokes vector parameter describing the polarization state of probing radiation into the Stokes vector parameter of radiation backscattered by the cloud. In addition, other important characteristics of clouds are determined based on the analysis of lidar measurement data: optical—scattering ratio and optical thickness—and geometric—altitudes of lower and upper boundaries and vertical power.



The parallel accumulation of signals allows a long continuous session of HLC sensing to be performed and the most interesting time intervals to be selected for processing. The application of such a procedure allowed us to establish that the same extended cloud can contain both specular (containing horizontally oriented ice particles) and nonspecular local areas and to estimate their sizes.




2.2. Meteorological Conditions at the Altitudes of Clouds Registered by the Lidar


The study of cloud characteristics with the lidar requires knowledge of the meteorological parameter values at their altitudes. The most reliable source of vertical profiles of meteorological values is the radiosonde observation. Such measurements are not performed systematically directly in Tomsk. The nearest aerological stations to the HAMPL location are located in Kolpashevo (WMO 29231) and Novosibirsk (WMO 29634) [19]. Data from these stations are available online [20]. In spite of the distance of about 230–250 km of each of them from Tomsk, the meteorological conditions at the altitudes of HLC formation according to the data of these stations are usually close. Nevertheless, differences are sometimes observed. In addition, according to the standard procedure of the World Meteorological Organization, these stations launch radiosondes only twice a day. Thus, when processing the results of lidar measurements, it is necessary to choose the data considering the above-mentioned aerological stations and the time of sounding (morning or evening).



In connection with these circumstances, we have previously evaluated [18,21] the possibility of using the ERA5 reanalysis data [22] from the European Centre for Medium-Range Weather Forecasts (ECMWF) to interpret the results of lidar measurements. Their verification was performed on the basis of comparison with the data of radiosonde observation at five aerological stations within 500 km from Tomsk for each day for five consecutive years. The correctness of using the vertical profiles of some meteorological variables in the range of altitudes of HLC formation was shown. Therefore, we have recently used the ERA5 reanalysis as an alternative source of meteorological information.




2.3. Machine Learning Techniques


In the framework of the present work, the applicability of artificial neural networks to the task of reconstructing the relationships between meteorological parameters of the atmosphere and optical and geometric characteristics of HLCs was investigated. Neural networks are able to take into account the complex interaction of meteorological parameters with each other, as well as to reconstruct practically any dependence of the HLC characteristics on these parameters. In the process of prototyping the software product (SP), the greatest difficulty was determining the network architecture, the loss function, and the method of supplying the input parameters (features). Each of these problems affected the most important problem of neural networks—the overtraining problem, which occurs when the neural network stops summarizing data and starts to tune to them.



When choosing a neural network architecture and one of the possible machine learning models, we were guided by a practical heuristic: the number of parameters used to tune the model should be smaller than the set of data used for training. When this condition is met, the neural network begins to generalize the data rather than memorize it. This also allows us to limit the set of potential architectures that can be used for training. For this purpose, a preliminary analysis was made of lidar measurements of HLC BSPM for the period 2016–2023 (2009–2015 differed in the way HLCs were measured, so the data require long and more complex processing and will be available soon). The dataset was summarized into a database (DB), which contains information on 1177 measurement series (the duration of one measurement series was about 17 min). In 312 cases of these, HLCs were detected. In addition, in another 172 series, HLCs were also registered, but the lidar signal from them was insufficient for statistical processing. These data were used to verify the prediction by the neural network of the altitudes of HLC formation depending on meteorological conditions. The results of lidar measurements were aligned with the ERA5 reanalysis data [22] at each point of the vertical profile from 0 to 15 km with a step of 150 m. Vertical profiles of the following meteorological parameters were generated for each session, taking into account the ERA5 data: relative humidity, absolute humidity, wind speed, wind direction, and temperature [18]. After creating the database and bringing the dataset to a format that allows for the training of algorithms, we created a neural network to solve the following atmospheric optics problems:




	(1)

	
Determine the probability of observation of HLCs depending on meteorological parameters (classification task);




	(2)

	
Make a preliminary estimation of the observation altitude and boundaries of HLCs depending on meteorological parameters (regression task);




	(3)

	
Estimate BSPM values using meteorological parameters (regression task).









We encountered a problem; despite the substantial number of lidar experiments, the number of measurement series in the 2016–2023 period, during which HLCs were recorded and which are suitable for training the neural network, was only 312. The problem of statistical smallness of the experimental dataset was solved by software, which is acceptable at the step of software prototype development. The next step requires more data to refine the result and to add more information about the environment in the area of the experiment. The augmentation of the experimental dataset with data is ongoing. In addition, the information about the environment in the experimental area is being investigated, the characteristics of which will be added as input parameters for training the neural network.





3. Results


Knowing the values of vertical profiles of meteorological parameters, we investigated their relationship with BSPM. In turn, neural networks allow us to reconstruct almost any dependence given a sufficient amount of data. It was stated above that there were 312 cases of HLC observations, which is rather small for such a task. This fact imposes a restriction on the maximum size of the neural network and the number of parameters to be trained, which should not exceed the amount of data.



The meteorological data correlation study was divided into the following steps:




	-

	
Dimensionality reduction in the ERA5 reanalysis data;




	-

	
Analysis of the relationship between the altitude of HLC detection and meteorological parameters;




	-

	
Determination of BSPM based on meteorological parameters.









The presence of the first step is motivated by the fact that if we use the values from the vertical profiles as is, it will lead to a significant increase in the number of neural network parameters.



In addition, we have significantly expanded the database by conducting many atmospheric sensing experiments in recent years. New algorithms have been created to data process and compare them with the meteorological situation.



3.1. Preliminary Analysis


As a first step in the analysis, the change in BSPM elements with altitude within the HLC thickness was investigated. Figure 2 shows an example of one BSPM element measurement made on 19 May 2016, starting at 14:07. The m11 element is always equal to one because all BSPM elements are normalized to it. The remaining plots show the behavior of the values of all BSPM elements within the HLC altitude range. The element values in both channels of the lidar receiving system are consistent with each other and correspond to some constant value with some noise added. Similar behavior is present in the other dimensions. Thus, altitude dependence within the HLC is not observed, and for one observation, it is sufficient to take the median value of the BSPM element for the channel with the best signal-to-noise ratio, which is more resistant to the presence of outliers.



The next step was to study the distributions of values of the BSPM elements as functions of meteorological parameters. Figure 3 presents histograms of median values of BSPM elements in the range of HLC altitudes. Since the measurements were performed under different meteorological conditions and for different altitudes of HLC formation, we can assume that we should obtain histograms “smeared” in some interval, since their construction did not consider the presence of dependencies on meteorological parameters. Figure 3 shows that this is fulfilled only for the following BSPM elements: m22, m33, and m44. For the remaining elements, no variability is observed. For elements m12, m21, m13, m31, m14, and m41, a distribution like a normal distribution is observed, with a mean of 0 and some small variance at the noise level. The background lidar signal value is used as a noise. This value is calculated as the average lidar signal for the upper 3 km of the lidar operation altitude range (12–15 km) for each receiving channel. For elements m24, m42, m34, and m43, the similarity to a normal distribution is no longer observed, but the mean is also observed in the zero region. From this, we can conclude that the most sensitive to environmental conditions are the following BSPM elements: m22, m33, and m44.



The last step is to make sure that there is some dependence between the meteorological parameters and the values of the HLC BSPM elements. To investigate this question, instead of the altitude profile, the value of the meteorological parameter in the central height region of the HLC was taken. Figure 4, Figure 5 and Figure 6 show the scatter plot for the m22, m33, and m44 BSPM elements. In pressure and temperature diagrams, there is no distribution of elongated points along one of the axes, which indicates that there is some dependence between the values. This was implemented as a proof of concept to test for any dependency on the experimental environment. So, if we obtain any shape that differs from the ellipse/band, then we have some dependency. And we obtained a non-ellipse/non-band shape for some coefficients. Therefore, it makes sense to try machine learning to restore this dependency. Further, in the article, we provide an analysis of the altitude profiles of meteorological parameters. The center point was taken only for simplification of view.



Figure 7, Figure 8, Figure 9 and Figure 10 show the scatter plots for the m24, m42, m34, and m43 BSPM elements. In all figures, there is a well-defined vertical trend, which signals weak or no dependence between the values.



Thus, the following HLC BSPM elements are subject to analysis using machine learning methods: m22, m33, and m44. This is probably due to the fact that the element m44 and the sum m22 + m33 are invariant with respect to the rotation of the lidar basis (or the cloud itself) relative to the vertical axis [23]. The rest of the elements do not reveal dependences with meteorological parameters or require much more data.




3.2. Implementation of Data Dimensionality Reduction


A total of 124,512 altitude profiles of meteorological parameters with hourly resolution were obtained using the ERA5 reanalysis for the period from 2009 to 2023. Each profile corresponds to the lidar coordinates and consists of more than 30 points on a heterogeneous pressure grid. For standardization, all profiles were transformed by interpolation to a single 31-point elevation grid. Feeding all of these values to the input of a neural network will result in the number of parameters of this network increasing significantly, which creates the need for data compression with maximum information preservation. The classical method of dimensionality reduction is principal component analysis (PCA). This method uses a singular value decomposition of the covariance matrix of the data. The spectrum of this decomposition characterizes the components that carry the most information.



An alternative approach is the use of so-called autoencoders, which are special neural networks. Such a tool can be represented as an ordinary multilayer perceptron. Its specific feature is that during training, they are required to obtain the same values at the output as at the input. In this case, each layer of the neural network is an encoder that translates the vector of input values into a new linear space of a different dimension. If there is a layer with a small number of neurons inside the autoencoder, it leads to data compression. The outputs of this layer can be used as new components containing maximum information from the point of view of this autoencoder. In some cases, such neural networks obtain better data compression than PCA, as they take into account nonlinear dependencies between input data. In addition, the choice of the activation function allows for customization of the mapping scale of the input data to the compressed representation. We will use the hyperbolic tangent as such a function: this will allow us to obtain components in the range from –1 to 1. The activation function of the output layer will be linear, which will allow us to obtain arbitrary values at the output of the neural network. In addition, we need to take into account the fact that the input data have different scales of change. This complicates the use of a hyperbolic tangent, which may contribute to the frozen state of some neurons. This in turn results in values that are too large or too small, forcing the neuron to keep its state at –1 or 1, which disturbs the training of the network. To eliminate this problem, all input data are normalized by subtracting the mean from them and dividing by the standard deviation. This produces input values with a mean of 0 and a standard deviation of 1.



To determine the dimensionality of the inner compressive layer of the autoencoder, as well as the constraint on the singular spectrum in PCA, we considered the standard deviation between the original altitude profiles and those reconstructed from the compressed components, determined according to the following formula:


  M S E =    1   N   ∑   (   y   p r e d i c t   −   y   d a t a   )   2     



(1)







If increasing the number of compressed components did not significantly improve this metric, the increase in components was stopped. During training, the data were divided randomly into two samples: training and test. The test sample represents 33% of the total data. Table 1 shows the standard deviation values for PCA and autoencoder (AE) obtained on the test sample. In most cases, AE gives better compression than PCA. The exception is absolute humidity, for which these approaches give comparable results.



The following values for the number of compressed components were found during training: temperature profile requires three components; relative humidity profile requires six components; absolute humidity profile requires three components; and wind speed profile requires five components.




3.3. Estimation of HLC Detection Altitude


One of the important characteristics of HLCs, in addition to the BSPM elements, are the altitudes of their lower and upper boundaries. It is of interest to determine whether there is a relationship between meteorological parameters and HLC detection altitudes. For this purpose, it was decided to move from the determination of the upper and lower boundary to the determination of the altitude of the cloud center and the deviation of the boundaries from this center. To counterbalance the scale of the center altitude variation, normalization was performed: 8 km was subtracted and divided by two (average HLC altitude is about 6–10 km, thickness—4 km. We take the center of this interval and divide by half of the thickness). This allows us to further obtain a more stable process of neural network training. The normalization parameters were taken from the general distribution of altitudes. Due to the fact that there are data from lidar experiments from 2009, in which the HLC altitudes were also determined, the set of available values increases to 779 observations.



To determine the quality of neural network performance, we used the cross-validation approach, which is convenient to apply in conditions with a small amount of data. In this approach, the data are randomly divided into K equal parts, so-called folds. Then, the same steps are performed for each part:




	
The current part forms the test sample;



	
The remaining parts form the training sample;



	
Training of the neural network on the training sample and calculation of the standard deviation on the test sample.








As a result, we obtain K different values of standard deviations and K trained neural networks. In the case of normal training and the absence of data heterogeneity, these values will be commensurable in values. Otherwise, we will obtain quite different values.



In addition, the random forest (RF) method with the number of trees equal to 100 was used as a reference. This method is convenient because it is robust to different scales of input data changes and is not prone to overtraining. Thus, if the neural network obtains a result worse than the random forest method, it becomes a sign that the network architecture is chosen incorrectly. It is also a benefit that the random forest method allows us to identify those input parameters that give the greatest contribution to the determination of the output value, which can also provide additional information for analysis. Thus, it is interesting to study the behavior of the random forest method on full data and on compressed ones. At the same time, it is important to understand that, in some cases, the set of parameters obtained in this way may lead to misinterpretation of the data. This information can only be used for auxiliary purposes.



In addition, point diagrams are a convenient study tool to evaluate the relationship of one value to another. Figure 11 shows the scatter plots for each fold using the random forest method and compression with PCA.



In the case of perfect altitude determination, we should see a straight line as the estimate will coincide with the true value. Due to the presence of noise or weak dependence on the input data, the estimate will differ from the true value. In the figure, we can see a linear relationship between the estimate and the true value. In addition, there are point deviations that give a very large error. Presumably, this is due to either an error in the experimental determination of the HLC altitude or to the specific circumstances of its formation.



It is convenient to consider the estimation error in terms of standard deviation. The values of this deviation can be seen in Table 2 (first column). The magnitude of the error is of the order of 1 km but with low variation, signaling the homogeneity of the data and the absence of specific outliers.



For the neural network, we have chosen a model of an ordinary multilayer perceptron with one hidden layer of 15 neurons and an activation function in the form of a hyperbolic tangent. The output neuron has a linear activation function since we are trying to solve a regression problem. This architecture corresponds to 316 training parameters, which is smaller than the training dataset. Thus, it will be more difficult for the neural network to be overtrained. Figure 12 shows the scatter plots obtained with the neural network and data compression using PCA. A linear relationship can also be seen here. The values of the standard deviation are presented in Table 2 (second column). The values are of the same order of magnitude as the random forest method but exceed it. This is most likely due to insufficient data, making the training of a large network vulnerable to overtraining and a small network insufficient to reconstruct the dependency. Increasing the number of neurons in the hidden layer leads to a rapid overtraining of the network and an increase in the error, while decreasing it leads to an inability to reconstruct the dependency and also to an increase in the error.



Figure 13 and Figure 14 show scatter plots using autoencoder compression. The error rates are comparable to PCA compression. The use of compressed data also allows for the estimation of observed values, and both methods give comparable results.



In all cases, there is a tendency to be able to estimate altitude using machine learning methods and meteorological observations. However, the magnitude of the error is too high to use these results for practical applications. This can be corrected either by adding additional specific data, such as taking into account the dynamics of profile changes over time, or taking into account anthropogenic factors. It is also necessary to expand the experimental dataset, which will allow us to obtain more unambiguous results.




3.4. Defining HLC Boundaries


Similarly to Section 3.3, the same calculations were performed, but this time, it was to estimate the displacement of the boundary location relative to the center of the cloud. The displacement itself was divided by two to bring it to a scale convenient for working with neural networks. Table 3 summarizes the results of the calculations.



Figure 15 and Figure 16 show plots of the boundary off-center displacements of the HLC with PCA compression. It can be seen from them that there is some correspondence between the displacement estimate and the displacement measured experimentally.



It is worth noting that for the neural network, this dependence is poorly observed. Thus, it can also be noted here that there is a relationship between meteorological parameters, but to increase the quality of the assessment, additional information and expansion of the experimental dataset are required.




3.5. Evaluation of HLC BSPM Elements


In this paper, the elements m22, m33, and m44 of the HLC BSPM were evaluated. There were 312 measurements suitable for training, which significantly complicated the task due to the small size of the experimental array. A random forest method with 100 trees was used as a reference. This allowed us to estimate the potentially optimal result. As a neural network, we took a multilayer perceptron with a hidden layer of five neurons—the simplest model for small statistics. To evaluate the quality of these approaches, we also used the value of standard deviation and cross-validation of two folds. The following results were obtained.



Table 4 presents data for the m22 BSPM element. The worst result is observed when using the neural network method, while the random forest method yields better results.



The scatter plot in Figure 17 shows a weak relationship between the estimate of m22 and its measured value. This is most likely due to the weak relationship with the input parameters. In Figure 18, it can be seen that the neural network is almost unable to detect the relationship between the compressed meteorological parameters and the element m22.



Table 5 shows the m33 BSPM element. The best result is observed when using the random forest method. Both methods virtually did not determine the presence of dependencies (Figure 19 and Figure 20), i.e., this BSPM element is independent of meteorological conditions.



Table 6 shows the m44 BSPM element. A better result is observed for the random forest method. In both cases, only a small dependence on the input values is observed (Figure 21 and Figure 22).



Concluding the description of the results, it is worth recalling that we considered the elements of the HLC BSPM to be normalized by m11; because of this, m11 in the analyzed matrices is equal to one. The elements m22 and m44 of such BSPMs depend on meteorological parameters. Element m33 requires further study and expansion of the analyzed dataset. The enrichment of the experimental dataset is continued [18,21]. In addition, the influence of other atmospheric parameters on the HLC BSPM elements is being investigated. These parameters will be added as input data for neural network training in the future.





4. Discussion


The software prototype based on an artificial neural network is a software application that uses machine learning algorithms to analyze meteorological observation data and predict the optical and geometric characteristics of HLC. The prototype can be used to test different models and determine the most effective approach. It can also be used to demonstrate the capabilities of the final product. The resulting tool allows a preliminary evaluation of the BSPM elements, boundaries, and detection altitudes of the HLC. At the moment, a weak dependence on the meteorological parameters for some HLC parameters can be noted. But to answer this question unambiguously, more data are needed to clarify the result and to add additional information about the environment in the area of the experiment, which we plan to realize in the near future.




5. Conclusions


Analysis of the obtained results showed that there is a dependence on meteorological parameters for the following values: the altitude of the HLC center; elements m22 and m44 of BSPM (with m11 always equal to 1); and the m33 element of BSPM requires further study and expansion of the analyzed dataset. For the rest of the values, a sufficiently large error value is observed, and at the moment, it is impossible to give an unambiguous answer. At the same time, the result is not affected by the choice of data compression method to reduce their dimensionality.



In almost all cases, the random forest method gave better results than the simple multilayer perceptron. This is most likely caused by two factors: preprocessing of input data and a small amount of experimental data suitable for training. As for preprocessing, the usual normalization (zero mean and variance 1) was chosen, which may not be sufficient. As further steps, it is necessary to consider transformations that bring the histogram distribution of the input data to a symmetric form and more similar to a normal distribution.



The size of the data also affected the performance of the neural network. As the neural network becomes more complex, it is able to approximate more sophisticated functions, but a larger amount of data must be used. Using small amounts of data leads to overtraining of the network and hence deterioration in the results obtained. To improve the results and to establish additional possible dependencies between meteorological parameters and HLC characteristics, we plan to conduct research in the preprocessing of meteorological parameters, namely taking into account the dynamics of change over time, the gradient in the area of the experiment, and the anthropogenic factor. It is also necessary to increase the volume of the experimental dataset (performing new experiments on laser sensing of the atmosphere).
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Figure 1. Photographs of the NR TSU HAMPL: general view of the transceiver part (4th floor of the building), view on the roof of the building, and view from the roof of the building (in the hatch down to the 4th and 5th floors of the building). 
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Figure 2. An example of the BSPM values of the elements’ dependence on the altitude within the HLC thickness obtained in measurements with the first (parallel) and second (parallel) channels of the lidar receiving system, respectively. 
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Figure 3. Distribution of BSPM element values. 
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Figure 4. Atmosphere meteorological characteristics scatter plot depending on m22 BSPM element. 
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Figure 5. Atmosphere meteorological characteristics scatter plot depending on m33 BSPM element. 
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Figure 6. Atmosphere meteorological characteristics scatter plot depending on m44 BSPM element. 
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Figure 7. Atmosphere meteorological characteristics scatter plot depending on m24 BSPM element. 
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Figure 8. Atmosphere meteorological characteristics scatter plot depending on m42 BSPM element. 
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Figure 9. Atmosphere meteorological characteristics scatter plot depending on m43 BSPM element. 
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Figure 10. Atmosphere meteorological characteristics scatter plot depending on m34 BSPM element. 
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Figure 11. Scatter plot of HLC center altitude determination using random forest and PCA compression method. 
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Figure 12. Scatter plot of HLC center altitude determination using neural network and PCA compression. 
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Figure 13. Scatter plot of HLC center altitude determination using the random forest and AE compression method. 
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Figure 14. Scatter plot of HLC center altitude determination using neural network and AE compression. 
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Figure 15. Scatter plot of HLC boundary displacement determination using the random forest and PCA compression method. 
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Figure 16. Scatter plot of HLC boundary displacement determination using neural network and PCA compression. 
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Figure 17. Scatter plot of m22 estimation using the random forest and PCA compression method. 
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Figure 18. Scatter plot of m22 BSPM estimation using neural network and PCA compression. 
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Figure 19. Scatter plot of m33 BSPM estimation using the random forest and PCA compression method. 
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Figure 20. Scatter plot of m33 BSPM estimation using neural network and PCA compression. 
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Figure 21. Scatter plot of m44 BSPM determination using the random forest and PCA compression method. 
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Figure 22. Scatter plot of m44 BSPM estimation using neural network and PCA compression. 
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Table 1. RMS deviation of meteorological parameters reconstructed from compressed vertical profile data.
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	Temperature (°C)
	Relative Humidity (kg*kg−1)
	Absolute Humidity (%)
	Wind Speed (m/s2)





	PCA
	2.36
	60.7
	0.57 × 0−7
	1.61



	AE
	1.66
	42.54
	0.51 × 10−7
	1.58










 





Table 2. The value of standard deviation in HLC altitude estimation (in meters) for random forest and neural network method with different data compression methods.
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	RF (PCA)
	NN (PCA)
	RF (AE)
	NN (AE)





	Fold 1
	1097.07
	1232.56
	1162.26
	1320.61



	Fold 2
	1048.35
	1350.06
	1065.12
	1371.62



	Fold 3
	1177.63
	1433.94
	1181.13
	1383.15



	Fold 4
	1095.24
	1222.92
	1150.78
	1388.10










 





Table 3. The value of standard deviation in estimating the off-center displacement of HLC boundaries (in meters) for the random forest method and neural network with different data compression methods.
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	RF (PCA)
	NN (PCA)
	RF (AE)
	NN (AE)





	Fold 1
	458.60
	557.44
	458.91
	548.99



	Fold 2
	420.30
	494.86
	454.43
	510.57



	Fold 3
	491.13
	520.78
	498.08
	582.19



	Fold 4
	488.48
	603.55
	488.23
	549.19










 





Table 4. The value of standard deviation in estimating the m22 BSPM element for random forest method and neural network with different data compression methods.
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	RF (PCA)
	NN (PCA)
	RF (AE)
	NN (AE)





	Fold 1
	0.12
	0.14
	0.12
	0.17



	Fold 2
	0.14
	0.16
	0.13
	0.19










 





Table 5. The value of standard deviation in estimating the m33 BSPM element for random forest method and neural network with different data compression methods.
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	RF (PCA)
	NN (PCA)
	RF (AE)
	NN (AE)





	Fold 1
	0.17
	0.20
	0.18
	0.21



	Fold 2
	0.21
	0.25
	0.22
	0.22










 





Table 6. The value of standard deviation in estimating the m44 BSPM element for random forest method and neural network with different data compression methods.
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	RF (PCA)
	NN (PCA)
	RF (AE)
	NN(AE)





	Fold 1
	0.24
	0.25
	0.18
	0.20



	Fold 2
	0.25
	0.28
	0.21
	0.22
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