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Abstract: Object detection in unmanned aerial vehicle (UAV) images has become a popular research
topic in recent years. However, UAV images are captured from high altitudes with a large proportion
of small objects and dense object regions, posing a significant challenge to small object detection. To
solve this issue, we propose an efficient YOLOv7-UAV algorithm in which a low-level prediction
head (P2) is added to detect small objects from the shallow feature map, and a deep-level prediction
head (P5) is removed to reduce the effect of excessive down-sampling. Furthermore, we modify the
bidirectional feature pyramid network (BiFPN) structure with a weighted cross-level connection to
enhance the fusion effectiveness of multi-scale feature maps in UAV images. To mitigate the mismatch
between the prediction box and ground-truth box, the SCYLLA-IoU (SIoU) function is employed in
the regression loss to accelerate the training convergence process. Moreover, the proposed YOLOv7-
UAV algorithm has been quantified and compiled in the Vitis-AI development environment and
validated in terms of power consumption and hardware resources on the FPGA platform. The
experiments show that the resource consumption of YOLOv7-UAV is reduced by 28%, the mAP
is improved by 3.9% compared to YOLOv7, and the FPGA implementation improves the energy
efficiency by 12 times compared to the GPU.

Keywords: UAV images; small object detection; YOLOv7; FPGA; Vitis-AI

1. Introduction

Object detection is a significant research topic in image processing and computer vision
and enables the development of advanced computer vision applications [1,2]. In recent years,
owing to profound advancements in deep learning research, intelligent object detection
systems have found extensive applications in diverse domains, including automatic driving,
obstacle recognition, video surveillance, medical imaging, and virtual reality [3–6]. In
particular, with the advantages of flexibility and maneuverability, unmanned aerial vehicles
(UAVs) are regarded as a potential technology for both commercial and military applications,
including disaster surveillance, traffic patrol, aerial base stations, and the navigation of
military battlefields [7–9]. As mobile platforms at high altitudes, UAVs can acquire photos
more quickly, flexibly, and economically by traversing the area of interest, offering strong
support for subsequent information processing. Investigating precious object detection in
UAV image scenarios is an ongoing research topic due to the high altitudes of UAVs.

UAV images are captured by UAVs at high altitudes, resulting in image characteristics
markedly distinct from those of natural images [10]. First, the proportion of small objects
in UAV images is very high compared to natural image datasets due to their high altitudes.
Second, the size and shape of ground objects vary depending on the height and angle
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of the UAV observation. Third, the objects tend to gather in certain areas and are often
obscured from each other. Although the existing object detection algorithms enable the
effective detection of common objects in natural scenes, it is difficult to detect small objects
in UAV images since they are present in large proportions and occupy fewer pixels than
regular objects [11,12]. Meanwhile, UAVs have limited energy and hardware resources
to carry out the algorithm [13,14]. First, the general power consumption of the standard
UAV is relatively low. Because of the need for a lightweight structure and prolonged
endurance, it is difficult to carry high-power-consumption platforms for implementing
deep learning algorithms on UAVs. Second, image processing involves numerous pixel
and matrix operations, and the hardware resources of the deployed platform are related
to the quality and speed of processing. Memory is tasked with both storing image data
and facilitating temporary transfers. The data bus is responsible for transmitting pixel
data, and the bandwidth affects the transmission of image data at the same time [15].
These existing problems make object detection in UAV images a significant challenge in
practical applications.

To address these issues, we propose the efficient YOLOv7-UAV algorithm for small
object detection in UAV image scenarios. The algorithm has been deployed on a low-power
FPGA platform. Compared to our previous research [16], this paper aims to improve the
effectiveness of multi-scale feature fusion based on the proposed BiFPN-like structure. The
main contributions of this work are summarized as follows:

• We propose the YOLOv7-UAV algorithm to detect small objects in UAV image sce-
narios, in which the low-level prediction head P2 is added to improve the feature
extraction performance for small objects and the deep-level prediction head P5 is
removed to reduce the impact of deep features.

• The BiFPN-like structure is adopted to fuse the semantic and geometric feature infor-
mation more efficiently by a weighted cross-level connection. Taking the direction
mismatch between the prediction box and the ground-truth box into account, the
SIoU function is used for the regression loss to improve the performance in fitting the
prediction box to the ground-truth box.

• The proposed YOLOv7-UAV algorithm was quantified and compiled in Vitis-AI
for deployment on FPGA to verify the power and hardware resource consumption.
On the VisDrone-2019 dataset, our proposed YOLOv7-UAV achieves 45.3% (mAP),
an improvement of 3.9%, and reduces the resource consumption by 28% compared
to the traditional YOLOv7 algorithm. The power consumption is decreased by more
than 200 W, improving energy efficiency by 12 times compared to GPU schemes.

2. Related Work
2.1. YOLOv7 Algorithm

Accuracy and speed serve as the basic performance metrics in deep learning-based
object detection algorithms [17]. Fast-RCNN [18] and Mask-RCNN [19] are typical two-
stage algorithms that can improve the accuracy. In the first stage, the suggested areas
are obtained from the input image. In the second stage, these regions are sent to the
classifier to determine the category and confidence level of objects. However, the two-stage
network requires significant computational resources, making it unsuitable for deployment
on UAVs that require real-time detection [20]. Redmon et al. [21] firstly proposed the
YOLO algorithm with a one-stage model, which used a single neural network to output the
predicted bounding box and the corresponding confidence levels of objects. The YOLO
algorithms are characterized by a lightweight network architecture that balances speed and
accuracy, making them widely used for real-time object detection on edge devices [22,23].

Among the studies of YOLO algorithms, Wang et al. [24] proposed the YOLOv7
algorithm and implemented a range of strategies to enhance its performance based on
an extended efficient long-range attention network (E-ELAN), max pooling convolution
(MPConv), and planned re-parameterized convolution (RepConv) strategies. In particular,
the E-ELAN structure adopts group convolution to expand the channel and cardinality
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of computational blocks to enhance the learning ability. With the above effective network
architectures, YOLOv7 outperformed the existing object detection algorithm in speed
and accuracy in a range from 5 FPS to 160 FPS [24]. Due to its significant advantages,
YOLOv7 is suitable for deployment on edge devices such as UAVs. Therefore, we aim to
improve the performance of small object detection in UAV image scenarios based on the
traditional YOLOv7.

2.2. Small Object Detection

For small object detection scenarios, Zhu et al. [25] added a prediction head and
replaced all prediction heads with the transformer prediction head structure to enhance the
performance in detecting small objects. Li et al. [26] used a cross-layer attention network to
obtain better features of small objects. Deng et al. [27] acquired high-resolution features
for small object detection by deconvolution and sub-pixel convolution. Chen et al. [28]
used a shuffle attention structure and fused different feature maps to enhance the ability
to perform multi-scale detection. The above methods were developed by adding network
structures to enhance the detection of small objects. However, this inevitably results in
an increase in the training time and model parameters. Consequently, they are not suitable
for UAVs due to their limited energy and hardware resources.

Enhancing the performance of small object detection is achievable through the opti-
mization of the feature enhancement and detection framework [11,29–31]. Liu et al. [11]
proposed the single-shot multi-box detector (SSD), which uses multiple feature maps to
predict objects at different scales. The shallow feature map is responsible for predicting
small objects due to its high-resolution in the SSD. This is based on the consideration that
shallow features with rich geometric information are very useful for the detection of small
objects. Redmon et al. [29] employed multi-scale prediction by adding branches, and
the high-resolution features are responsible for small objects in YOLOv3. Yang et al. [30]
added a prediction head to better retain small object feature information. By analyzing
the relationship between the down-sampling of the input images and the features of small
objects, Xue et al. [31] removed the network structure of the deep-level detection head to
reduce the effect of the features of small objects. As shown in Figure 1, the UAV image is
down-sampled several times; Figure 1a has the lowest resolution due to multiple down-
sampling processes, and Figure 1c has the highest resolution with less down-sampling.
This indicates that the low-resolution feature map corresponds to large anchor boxes, which
are more difficult to match to the ground-truth boxes of small objects. Meanwhile, the
low-resolution feature map corresponds to the largest receptive field, causing some specific
information about small objects to be lost.

(a) (b) (c)

Figure 1. Visual prediction graph. (a–c) The input images are shown to be down-sampled to 5 × 5,
10 × 10, and 15 × 15, respectively.

3. Methodology
3.1. Network Structure

The structure of the proposed YOLOv7-UAV network is shown in Figures 2 and 3. The
proposed network mainly consists of three parts: the input, backbone, and head. Different
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from the traditional YOlOv7, the prediction results for the YOLOv7-UAV network originate
from the three prediction heads: P2, P3, and P4.
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Figure 2. Overall architecture of YOLOv7-UAV.
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Figure 3. The modules of YOLOv7-UAV.

In order to extract features from the input images in the backbone structure, we first
adopt the multiple convolution blocks, E-ELAN, and MP structures of the conventional
YOLOv7 network. As shown in Figure 2, there are four different scale sizes of the feature
maps extracted by the backbone network: C2, C3, C4, and C5. C2 represents the feature map
generated in the second stage of the backbone network, where the input image resolution
is halved two times. Similarly, C5 represents the feature map generated in the fifth stage of
the backbone network, where the resolution is halved five times. C2 is a newly introduced
shallow feature map with high resolution that facilitates the detection of small objects with
detailed information in UAV images. Second, comparable network units from previous
prediction heads are similarly used by the new P2 prediction head and its associated
network. Third, the traditional P5 prediction head and its associated network units are
eliminated. Finally, a BiFPN-like feature fusion network is added, and the edge nodes from
C2 are retained.

As shown in Figure 3, the YOLOv7-UAV network mainly has CBS, ELAN, MP, SPPC-
SPC, and RepConv modules. First, the CBS module consists of convolution (Conv), batch
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normalization (BN), and a sigmoid linear unit (SiLU). Different colors represent different
kernel sizes and step sizes of convolution: e.g., (k = 1, s = 2) means that the kernel size k = 1
and the step size s = 2. Second, the ELAN module is composed of several CBSs and uses
expand, shuffle, and merge cardinality to achieve the ability to improve the learning ability
of the network without destroying the original gradient path [24]. Third, the MP module
mainly consists of max pooling and CBS, which improves the ability of the model to extract
and merge features. Fourth, the SPPCSPC module enriches the feature information by
obtaining different receptive fields through multiple max pooling operations and merging
them with the previous feature maps through the concat operation. Finally, the RepConv
module uses a special residual structure to support training. In the prediction process of the
network, 3 × 3 convolution is used for the output to reduce the complexity of the network
and make it easier to deploy. Based on these efficient network structures, YOLOv7-UAV
can obtain rich feature information to detect small objects in UAV images.

3.2. Extra Prediction Head (P2)

In the complex background of UAV images, objects on the ground are difficult to
detect accurately due to their small size or the dense object environment. Therefore, we add
an extra detection head based on the traditional YOLOv7 network to better detect small
objects in UAV images. The prediction result of the new prediction head is generated from
the shallow feature maps, providing richer feature information on small objects than the
deep-level feature maps.

As shown in Figure 4, the new shallow feature map has more feature information.
The C2, C3, C4, and C5 feature maps are extracted by the backbone network with 4, 8, 16,
and 32 times down-sampling, respectively. The deepest feature map obtained by multiple
convolutions corresponds to the P5 prediction head. Thus, P5 has the largest anchor box
size and receptive field, which make it difficult to fit the prediction box to the ground-truth
box and extract the feature information of small objects. In addition, multiple operations of
down-sampling of the input images will affect the features of small objects in UAV images
with many small objects. The prediction head P2 from the shallow feature map corresponds
to the small anchor box size and receptive field, which can be effective in extracting the
feature information of small objects. In order to enhance small object detection, the P2
prediction head is used by the YOLOv7-UAV network in place of the P5 prediction head.
Meanwhile, we cut off the part of the network units containing the P5 detection head.
In addition, the extra P2 prediction head increases the parameters in the network, but
the removed deep-level P5 prediction head can reduce the number of parameters even
more. If we adopt the lower-level prediction head P1 with a resolution of 320 × 320, the
shallower feature map C1 will be used as the basic feature map to fuse other feature maps.
C1 undergoes only one stage of feature extraction, resulting in inadequate feature extraction
and an inability to accurately predict objects. Therefore, we chose the extra prediction head
P2 instead of the lower-level prediction head P1.

Main 

Structure 

of Head

C2
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C4

C5

P2

P3
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160 160

80 80

40 40

640 640
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80 80

160 160

20 20

Figure 4. Feature extraction model of YOLOv7-UAV.

An object detector that is based on anchors is sensitive to the size of the anchor box.
Therefore, the K-means++ algorithm is used to adjust the size of the anchor box for small
objects [32]. Table 1 shows the correspondence between the three prediction heads and the
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anchor box sizes for the three scales when the image size is 640 × 640 on the VisDrone2019
dataset [33].

Table 1. Anchor box size setting in YOLOv7-UAV.

Prediction Head Feature Graph Anchor Size

P2 160 × 160 (3,4) (3,8) (7,6)
P3 80 × 80 (6,13) (14,8) (12,17)
P4 40 × 40 (27,14) (21,29) (48,38)

3.3. Feature Fusion Framework

The feature fusion structure adopted by the traditional YOLOv7 integrates princi-
ples from both the feature pyramid network (FPN) [34] and the path aggregation network
(PANnet) [35]. Top-down feature fusion transfers rich semantic information from the high-
level layers to the low-level layers by up-sampling. Meanwhile, bottom-up feature fusion
transfers rich geometric information from the low level to the high level by down-sampling.
This bidirectional feature fusion structure has demonstrated promising results in the feature
fusion of conventional ground images. However, UAV images pose a greater challenge due to
the abundance of small objects and the distribution of multi-scale objects.

The BiFPN framework is anticipated to address the above challenges [36]. Compared
with the traditional PANet feature fusion structure of the YOLOv7 algorithm, BiFPN not
only includes up-sampling and down-sampling but also introduces a novel cross-level
feature fusion connection, which is a more advanced and effective feature methodology.
At the same time, the learnable weights will be allocated to each fused feature, enabling
the adjustment of the contributions from various features and enhancing the utilization of
crucial feature layers. According to [36], the weighted fusion method is used in this work,
and the feature fusion results On can be expressed as follows:

On =
2

∑
i=0

λi
n

2
∑

j=0
λ

j
n + ε

· Ii , n ∈ {3, 4} (1)

where n represents different nodes of the BiFPN-like structure. Ii and λi
n denote the input

at level i and the learnable weight parameter of level i, respectively. Moreover, ε represents
a small constant employed to maintain the stability of the formula.

As shown in Figure 5, inspired by the traditional BiFPN structure, a BiFPN-like feature
fusion structure is used in our proposed YOLOv7-UAV algorithm. We employ the extracted
features after 4 and 8 times down-sampling to execute a weighted cross-level connection.
The more advanced connection method compared to PANnet can better fuse high-level
semantic information and low-level geometric information, thereby enhancing the accuracy
of object detection in UAV images. In addition, the structure of edge nodes from C2 is
retained, as low-level geometric feature information is highly advantageous for recognizing
small objects.
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Figure 5. The BiFPN-like structure of YOLOv7-UAV.
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3.4. Regression Loss SIoU

The overall loss (Ltotal) in the traditional YOLOv7 algorithm is defined by a weighted
loss equation [24]:

Ltotal = W1 × Lbox + W2 × Lobj + W3 × Lcls (2)

where Lbox, Lobj, and Lcls denote the localization loss, confidence loss, and classifica-
tion loss, respectively. W1, W2, and W3 represent the weight values assigned to these
parameters, respectively.

The CIoU function is responsible for calculating the coordinate regression loss function
for the traditional YOLOv7 algorithm, which incorporates considerations of the overlap
area, the length–width ratio and the distance between the ground-truth box and the pre-
diction box [37]. In addition to the three factors mentioned above, the SIoU loss function
includes an angle loss to speed up the training convergence process [38]. The SIoU regres-
sion loss function can be expressed as follows:

Lbox = 1 − IoU +
∆+ Ω

2
(3)

where Ω, IoU, and ∆ denote the shape loss, intersection-over-union loss, and distance
loss, respectively.

The IoU is calculated as the ratio of the intersection and union of the ground-truth box
and prediction box, denoted by [38]

IoU =
B
⋂

Bgt

B
⋃

Bgt (4)

where Bgt and B denote the ground-truth box and the prediction box, respectively. The
⋂

and
⋃

operations are the intersection and union of the two boxes, respectively.
The shape cost Ω considers the relationship between the prediction box and the

ground-truth box and is given by [38]

Ω =
(

1 − e
− |w−wgt|

max(w,wgt)
)θ

+
(

1 − e
− |h−hgt|

max(h,hgt)
)θ

(5)

where w and wgt denote the width of the prediction box and the ground-truth box, re-
spectively. h and hgt denote the heights of the prediction box and the ground-truth box,
respectively. Moreover, θ is an adjustable variable representing the weight of the network
on the shape cost.

The distance cost ∆ corresponds to the distance between the centers of two boxes,
which is given by [38]

∆ = 2 − e
(Λ−2)×

(
Cỹ
Cy

)2

− e(Λ−2)×
(

Cx̃
Cx

)2

(6)

where Cỹ and Cx̃ denote the height and width of the rectangle constructed diagonally by
connecting the center points of the ground-truth box and the prediction box, respectively.
Cy and Cx denote the height and width of the minimum bounding rectangle of the two
boxes, respectively.

As shown in Figure 6, the angle loss Λ is introduced as a new factor in the SIoU
regression loss function, which is expressed as follows [38]:

Λ = 1 − 2 sin2 (arcsin(x)− π

4
)

(7)

x =
Cỹ

σ
= sin(α) (8)
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where σ represents the distance between the centers of the ground-truth box and the
prediction box. α and β denote the included angles between the line connecting the centers
of the two boxes and the x-axis and y-axis, respectively.

ground truth box

prediction box

x

y

yC

xC

B






ground truth boxprediction box

x

y

yC

xC

wC

hC






B

GTB

gtBxC

yC

Figure 6. Angle cost of SIoU.

The SIoU function has the capability to adjust the position of the prediction box
toward the nearest axis by minimizing the angle α or β: i.e., α is minimized if α ≤ 45◦, and
otherwise, β is minimized [38].

4. FPGA Implementation

In the deployment of neural networks, the Vitis-AI scheme has been proven to be
the most efficient strategy [39]. This preference for a prolonged development process is
inherent in the existing register-transfer-level strategy and the redundancy during the
conversion process of the high-level-synthesis strategy. In contrast, Vitis-AI simplifies
the deployment of neural networks on FPGA, alleviating deployment complexities. This
section elaborates on the deployment of YOLOv7-UAV on FPGA using the Vitis-AI scheme.

4.1. Vitis-AI Overview

Xilinx has introduced the Vitis-AI architecture to enable the deployment of edge-
accelerated applications for software or algorithms. It offers an efficient deployment
process for edge applications and includes optimization tools, libraries, and sample models.
The Vitis-AI-based neural network design flow is shown as follows:

(a) Model Construction: Vitis-AI supports trained network models via popular deep
learning frameworks, or the official pre-trained models provided by Xilinx (San Jose, CA,
USA) can be chosen.

(b) Development Tools: The quantizer, compiler, and optimizer provided by Vitis-
AI allow the processing of a network, resulting in the generation of executable files for
hardware.

(c) Overlay: The deep learning processing unit (DPU) can be integrated as an intellec-
tual property (IP) core on FPGA, which is a programmable engine optimized to accelerate
the inference of deep learning models and supports neural network architectures such as
convolution, an average pooling layer, a maximum pooling layer, and a fully connected
layer. Vitis-AI can offer a number of different DPUs for the Xilinx platform, such as the
DPUCZDX8G, which is designed for the Zynq UltraScale+ MPSoC. The DPUCZDX8G can
be designed for a variety of architectures to meet the resource requirements of different
hardware platforms, and larger architectures can provide higher performance with more
resources [40].

4.2. Model Quantization and Compilation

As shown in Figure 7, in order to reduce the resource consumption of the model and
deployment by Vitis-AI, the proposed YOLOv7-UAV algorithm is quantified and compiled
by the AI quantizer and AI compiler based on Vitis-AI.
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DPU Model

Parser

Optimizer

Code Generator

AI Compiler
AI Quantizer

Quantize Weight

Calibrate Activation

Float Model

Calibration Dataset

DPU Definition

Figure 7. Model quantization and compilation process of Vitis-AI.

The quantization uses a low-bit fixed-point format instead of a high-bit floating point,
which can reduce the consumption of hardware resources. In addition, FPGA is not good
at handling floating-point type data. Common network models are composed of 32-bit
floating-point types. However, in this paper, we reduce the parameters of the network by
quantizing them to the 8-bit fixed-point type.

The process of compilation involves generating a sequence of DPU instructions from
the DPU definition file and the model file. During this compilation process, to convert
the model file into a DPU kernel file that can be used by the DPU IP core, the Vitis-AI
compiler maps the network model into an efficient instruction set and data stream that
can reuse as much on-chip memory as possible. The Vitis-AI compiler then generates the
computational instruction codes and register files that control the computation of the DPU,
and each high-level node in the traditional input neural network computation graph is
translated into one or more instructions.

4.3. Hardware Platform Processing

The YOLOv7-UAV model will be deployed on the Zynq hardware platform after
quantization and compilation into the DPU executable file. The Zynq device includes
a Processing System (PS) that is based on the advanced RISC machine (ARM) and pro-
grammable logic (PL) that is based on FPGA [41]. First, the DPU IP will be carried in the
hardware platform file in the PS part for neural network acceleration. The architecture and
configuration of the DPU IP core must take into account the hardware resources of FPGA.
Second, the Linux system is built based on the hardware platform file and includes some
necessary libraries. Finally, the Linux system will be deployed in the PS part to run the
DPU executable file by the Vitis-AI Runtime.

The hardware platform processing flow is shown in Figure 8. First, the UAV image is
sent to the input of the PS part and subjected to a sequence of pre-processing procedures,
such as image decoding. Second, the image is sent to the DPU IP core in the PL part for the
inference process of YOLOv7-UAV, where the network detects the locations and classes of
objects. Finally, the results are output to the PS part for drawing and displaying the prediction.

Pre-

Processing

Inference 

Processing

ARM(PS)

Post-

Processing

DPU

FPGA(PL)

Linux Linux

ARM(PS)

Figure 8. Processing flow of proposed YOLOV7-UAV.

5. Experiments

The VisDrone2019 dataset was employed for both training and evaluating the YOLOv7-
UAV algorithm [33]. This dataset considers common objects in UAV images, such as
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cars, buses, trucks, and people. Our proposed YOLOv7-UAV algorithm was deployed to
compare the performance of the FPGA platform and the GPU platform based on frame per
second (FPS) and power.

5.1. Training Details

We implemented the YOLOv7-UAV algorithm in Keras and TensorFlow. All of our
models used a Tesla V100 GPU for training and testing. The adam optimizer was used
to train the models, and we adopted 0.001 as the initial learning rate with the cosine
annealing algorithm.

5.2. Ablation Study

As shown in Table 2, the ablation experiments were completed on VisDrone2019
to validate the effects of the main methods in YOLOv7-UAV. The first row shows the
performance of the traditional YOLOv7. From the second row to the last row, mAP@0.5
gradually increases from 41.4% to 45.3%, and the parameters decrease to 26.77M.

Table 2. Ablation study on VisDrone2019-DET-VAL dataset.

Method mAP@0.5 (%) Parameters (M)

YOLOv7 41.40 37.29
YOLOv7 + removeP5 43.24 (↑1.84) 26.21

YOLOv7 + removeP5 + P2 44.13 (↑0.89) 26.77
YOLOv7 + removeP5 + P2 + SIoU 44.70 (↑0.57) 26.77

YOLOv7 + removeP5 + P2 + SIoU + BiFPN-like 45.30 (↑0.60) 26.77

The effect of removing the P5 prediction head. Removing the deep-level P5 from
the traditional structure of YOLOv7 reduces the number of layers and parameters in the
network. The accuracy of the model is improved by 1.84% due to a reduction in the effect
of excessive down-sampling on small object detection, demonstrating the effectiveness of
removing the P5 prediction head.

The effect of adding the P2 prediction head. Adding the extra prediction head increases
the number of layers and model parameters, but the P5 prediction head that we removed
is deeper, so it actually reduces the total model parameters. P2 makes the detector more
sensitive to small objects, and the increased mean average precision demonstrates the
effectiveness of the additional low-level prediction head.

The effect of using the BiFPN-like structure. The BiFPN-like structure uses cross-
level connections with weight parameters to enhance the fusion performance of multi-
scale features, and it retains edge nodes that contain rich feature information of small
objects. The results demonstrate the validity of the BiFPN-like structure compared to the
PANnet structure.

The effect of using the SIoU loss function. Incorporating the angle cost into the SIoU
loss function facilitates a more efficient adjustment of the prediction box toward the ground-
truth box compared to the traditional CIoU loss function. As shown in Table 2, this new
SIoU loss function increases accuracy and demonstrates validity.

The effect of the method ensemble. As shown in Table 2, the proposed YOLOv7-UAV
algorithm consists of all the above innovative methods, achieving a 3.9% improvement
in mAP@0.5 and a 10.52 M reduction in parameters compared to the traditional YOLOv7.
The above experiments clearly indicate that the proposed scheme in this paper exhibits
advantages in both mAP@0.5 and parameter optimization. Although YOLOv7-UAV adds
the prediction head P2 and its feature extraction network, a commensurate reduction in
overall system complexity is achieved through the design with the removal of the deep-
level prediction head P5. This streamlined configuration renders the algorithm better suited
for subsequent deployment on FPGA.

Some detection results on the VisDrone dataset. As shown in Figure 9, we use different
colors for the bounding box for different categories and show the corresponding confidence.
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The results clearly show that our proposed YOLOv7-UAV algorithm is more effective in
detecting small objects, and it can find more objects and has a higher confidence level.

(a) (b)

(c) (d)

Figure 9. Some visualization results. (a,b) Results from YOLOv7. (c,d) Results from YOLOv7-UAV.

5.3. Comparative Experiment

At the same time, we also conducted experiments with YOLOv3, YOLOv4, YOLOv5,
and YOLOv7 on the VisDrone dataset. Five evaluation indicators, mAP@0.5, parameter,
model size, GPU utilization, and FPS, were calculated, as shown in Table 3.

Table 3. Comparison of different algorithms.

Algorithm mAP@0.5 (%) Parameter (M) Model Size (MB) GPU Utilization (%) FPS

YOLOv3 29.41 61.62 235 83 32
YOLOv4 29.68 64.05 244 86 28
YOLOv5 34.53 46.25 176 78 35
YOLOv7 41.40 37.29 142 79 33

YOLOv7-UAV 45.30 26.77 102 79 30

Compared to the four object detection algorithms mentioned above, the mAP@0.5,
parameter, and model size evaluation results of the proposed YOLOv7-UAV are the best.
In particular, our proposed algorithm outperforms the others in terms of both accuracy
and memory consumption. The mAP@0.5 of YOLO-UAV is as high as 45.30%, which is
greater than that of the other four algorithms: i.e., it has 15.89% 15.89%, 15.62%, 10.77%,
and 3.9% performance gains compared to YOLOv3, YOLOv4, YOLOv5, and YOLOv7,
respectively. In particular, the reduced memory consumption is beneficial for deployment
with the limited hardware resources of UAVs.

5.4. FPGA Implementation Results

The hardware platform is the ALINX AXU3EG based on the Xilinx Zynq UltraScale+
MPSoC development platform. To deploy the YOLOv7-UAV algorithm on it, we made
the following preparations. First, the hardware project containing the DPU IP core was
built in Vivado software, and the project was converted to a bitstream file [42]. B1600
was chosen as the system architecture of the DPU, which mainly considers the hardware
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resources of the AXU3EG. Table 4 shows the detailed information of these parameters. The
usage of the lookup table (LUT), flip-flops (FFs), blocked random-access memory (BRAM),
and digital signal processing (DSP) is 62.60%, 46.13%, 75.93%, and 86.67%, respectively.
Second, a Linux system was created based on the bitstream file in Petalinux software, and
the OpenCV library was added to pre-process and post-process the images [43]. Finally,
the DPU executable model files of the YOLOv7-UAV algorithm and Linux system were
copied to the SD card, and the whole system was run by the SD card.

Table 4. Hardware resource utilization of FPGA.

Resource Utilization Available Percentage Utilization (%)

LUT 44,169 70,560 62.60
FF 65,099 141,120 46.13

BRAM 164 216 75.93
DSP 312 360 86.67

In order to deploy the YOLOv7-UAV model on the FPGA platform, we used the
quantization operation based on Vitis-AI while using a calibrated dataset to reduce the loss
of accuracy. Table 5 shows the comparison between the FPGA (AXU3EG) platform, the
GPU (Tesla V100) platform, and the embedded AI (Jetson TX2) platform. The AXU3EG
platform can achieve 22 FPS when the input image size is 640 × 640. Although the FPS of
Tesla V100 is higher, the power consumption of Tesla V100 is up to 250 W, which is 17 times
more than the power consumption of AXU3EG. The huge power consumption of the GPU
cannot meet the low-power requirements of UAVs. If the energy efficiency of AXU3EG is
divided by the energy efficiency of Tesla V100, it is found that AXU3EG is about 12 times
more energy-efficient than Tesla V100. Although AXU3EG and Jetson TX2 have the same
low power consumption level, the FPS of AXU3EG is almost ten times higher than that of
Jetson TX2. Compared to Jetson TX2, the AXU3EG deployment performs faster inference
and is more suitable for UAV image object detection tasks with a real-time requirement.
Therefore, the FPGA-based object detection deployment platform designed in our study is
more suitable for deployment on low-power UAVs and can be extended to similar edge
devices with limited energy.

Table 5. Performance on different hardware platforms.

Platform Input FPS Power (W) Energy Efficiency
(FPS/W)

Tesla V100 640 × 640 30 250 0.12
Jetson TX2 640 × 640 2 15 0.13
AXU3EG 640 × 640 22 15 1.46

Tesla V100 416 × 416 59 250 0.23
Jetson TX2 416 × 416 4 15 0.26
AXU3EG 416 × 416 43 15 2.86

We also compared other algorithms on the same FPGA (AXU3EG) platform to clearly
understand the advantages and disadvantages of the proposed methods, as shown in Table
6. YOLOv3, YOLOv4, YOLOv5, and YOLOv7 were also implemented on FPGA with the
described Vitis-AI scheme. The FPS of our proposed YOLOv7-UAV algorithm appears to
have decreased from 33 to 22. This may be due to the large scale of features in the added
prediction head (P2) and its associated networks, resulting in extended computation times
during the DPU inference on FPGA. Nevertheless, the FPS of our proposed YOLOv7-UAV
is still at an acceptable level for real-time applications on UAVs.
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Table 6. Comparison of different algorithms on FPGA.

Algorithm Input FPS Power (W) Energy Efficiency
(FPS/W)

YOLOv3 640 × 640 28 15 1.86
YOLOv4 640 × 640 28 15 1.86
YOLOv5 640 × 640 30 15 2
YOLOv7 640 × 640 33 15 2.2

YOLOv7-UAV 640 × 640 22 15 1.46

6. Conclusions

UAV images are characterized by a large proportion of small objects and dense object
regions. In response to these challenges, this paper proposes an efficient YOLOv7-UAV
algorithm to detect small objects in UAV image scenarios. YOLOv7-UAV adds an extra
low-level prediction head (P2) to extract the detailed information of small objects, removes
a deep-level prediction head (P5) to reduce the effect of multiple down-sampling operations,
employs the BiFPN-like weighted cross-level connection structure to improve the fusion
performance of multi-scale feature maps, and adopts the SIoU loss function as the regression
loss function to improve the convergence efficiency, which improves the algorithm’s ability
to detect small object features. The final experimental results demonstrate that our proposed
YOLOv7-UAV algorithm is highly applicable in UAV image scenarios, achieving a mAP
of 45.3% on the VisDrone2019 dataset. Finally, YOLOv7-UAV is quantified and compiled
by Vitis-AI and deployed on the FPGA (AXU3EG) platform to achieve higher energy
efficiency, which is improved by 12 times compared to the GPU platform. The proposed
YOLOv7-UAV algorithm in this paper is designed for the specific application of UAV image
scenarios, but the additional P2 prediction head and the removed P5 prediction head focus
on detecting small objects, which can be extended to other small object detection domains
in the future.
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