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Abstract: Artificial intelligence-generated content (AIGC) technology has had disruptive results in AI,
representing a new trend in research and application and promoting a new era of AI. The potential
benefits of this technology are both profound and diverse. However, the benefits of generative tools
are accompanied by a series of significant challenges, the most critical of which is that it may cause AI
information pollution on social media and mislead the public. Traditional network security models
have shown their limitations in dealing with today’s complex network threats, so ensuring that
generated content published on social media accurately reflects the true intentions of content creators
has become particularly important. This paper proposes a security framework called “secToken”.
The framework adopts multi-level security and privacy protection measures. It combines deep
learning and network security technology to ensure users’ data integrity and confidentiality while
ensuring credibility of the published content. In addition, the framework introduces the concept
of zero trust security, integrates OAuth2.0 ideas, and provides advanced identity authentication,
fine-grained access control, continuous identity verification, and other functions, to comprehensively
guarantee the published content’s reliability on social media. This paper considers the main issues
of generative content management in social media and offers some feasible solutions. Applying
the security framework proposed in this paper, the credibility of generated content published on
social media can be effectively ensured and can help detect and audit published content on social
media. At the operational level, when extracting key information summaries from user-generated
multimodal artificial intelligence-generated content and binding them to user identity information
as a new token to identify user uniqueness, it can effectively associate user identity information
with the current network status and the generated content to be published on the platform. This
method significantly enhances system security and effectively prevents information pollution caused
by generative artificial intelligence on social media platforms. This innovative method provides a
powerful solution for addressing social and ethical challenges and network security issues.

Keywords: AIGC; identity security; network security model; token transfer

1. Introduction

Since the official launch of the generative artificial intelligence model represented
by ChatGPT (Chat Generative Pre-trained Transformer) in November 2022 [1], artificial
intelligence has greatly contributed to our daily lives and promoted the rapid development
of the digital economy. Traditional artificial intelligence (AI) mainly focuses on specific
fields, such as data extraction and prediction. In contrast, generative AI models can produce
new artificial intelligence-generated content (AIGC). However, this also raises security
challenges in multiple respects, such as technology abuse represented by content security
and user identity privacy. The Internet information space has long faced challenges of fake
information and information content security [2]. Domestic and foreign social platforms [3],
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such as Facebook, Twitter, WeChat, Weibo, etc. [4], have continuously improved their
governance ability for fake content and information security [5]. With the continuous
growth in AIGC volume, the challenges of counterfeit information and information content
security are also increasing. In recent years, the open source of domestic large language
models has enabled the general public to train personalized large language models with
less computing power, which has significantly reduced the threshold for using generative
artificial intelligence. This technology is widely used in network platforms to generate short
videos, articles, and AI graphics automatically. In today’s society, short video software has
increasingly begun to adopt generative artificial intelligence technology. These applications
use productive artificial intelligence technology to create special effects, allowing users to
easily add and edit high-quality effects, further enhancing the appeal of their short videos.
However, this has brought much AIGC (artificially generated content) into social media
and has spawned many problems [6], including forgery, false information dissemination,
moral and ethical issues, excessive attention to inappropriate content, and infringement.
Therefore, we need to face the challenges AIGC brings [7]. These problems go beyond
the ability of traditional content risk control to address. Illegal actors can use open-source
AIGC models or tools to generate a wide range of false information with lower thresholds
and higher efficiency, infringing copyright [8] and quickly stealing user identities [9],
representing new fraudulent and other illegal activities. In addition, since the training
data of AIGC models mainly come from the Internet, the authenticity and accuracy of
AI-generated information cannot be guaranteed. Privacy leakage issues have occurred in
GPT-2, indicating that personal privacy data have been included in the model training
dataset. In this era of digital information explosion, information authenticity, accuracy,
and compliance have become urgent problems [10]. Effective control measures will make
measuring the potential impact of AIGC on society, individuals, and social media easier.
Therefore, this paper proposes an authorization security framework called “spoken”, which
includes a complete and adequate set of content information control strategies to ensure the
security of user identity and the authenticity of the published content to reflect the user’s
original intention. This method provides a solid and reliable security solution for social
media [11]. The contributions of this paper are as follows:

(1) This study considers a series of issues brought about by the rapid development of
artificial intelligence-generated content (AIGC), focusing on managing published
content in social media. The research seeks practical solutions to address these issues,
protect personal rights, and maintain data privacy.

(2) To ensure the uniqueness of user identity, this framework extracts the multimodal
information users publish on social media. It integrates it with user identity informa-
tion, timestamp, address label, and network IP address information into a new token.
By verifying the token’s digital signature, the integrity of the content spread in social
media can be effectively ensured. Only by comparing the hash value in the token with
the recalculated hash value can the file be confirmed not to have been tampered with.

(3) In the proposed framework, the digital signature, OAuth2.0, and other mechanisms
are adopted, and the concept of zero trust security is introduced to construct a reli-
able authentication and authorization system to ensure the security of user identity
and content.

2. Related Work

To solve the multi-faceted problems of AIGC content, including forgery, false infor-
mation dissemination, ethical issues, excessive attention to inappropriate content, and
infringement, Tencent Security provides a full-chain AIGC content security solution. The
solution covers four core technologies: review services, security expert consultation, auto-
matic machine review, and copyright content protection. It covers the whole process from
model training to content generation to subsequent operational processes, supporting the
realization of integrated content security. However, this solution for AI internal operation
makes it difficult for content publishers to intervene in the model. In contrast, the Baidu
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AI open platform has launched a comprehensive content review product, supporting the
review of various content formats, such as pictures, text, audio, and video, which helps
improve review efficiency and reduces the cost of manual review. However, there is still a
potential problem—user identity information (such as timestamp, address label, network
IP address, and upcoming information) must be bound and compared in real time, which
may affect the accurate assessment of content credibility [12]. In the field of generative
artificial intelligence, due to its creative nature, AIGC often presents the characteristics
of “fiction”, and even experts find it difficult to clearly distinguish between AI-generated
and original works [13,14]. If content security cannot be ensured, this may lead to major
problems in the future. Therefore, some researchers, such as Roy et al., have adopted
various methods to identify AIGC on social media to prevent the information pollution
caused by generative artificial intelligence on social media platforms [15,16]. They focus on
dealing with the spread of false news on social media. An automated model is proposed
to identify and prevent the spread of false news at an early stage. The model adopts
machine learning methods, including random forest, logistic regression, naive Bayes, and
K-means as baseline models, and introduces the long short-term memory (LSTM) network
based on deep learning. The paper emphasizes the harm of false news spread and the
importance of automated models in dealing with this problem. Although the research
proposes an automated model that can recognize false news, more is needed to solve
the content credibility problem caused by identity security problems in social media. On
social media platforms, false information may be published by anonymous or camouflaged
users, making it impossible to determine the sender’s identity even if a piece of content
is identified as false, and it cannot completely solve the problem of information spread.
Therefore, to address the spread of false information, further research and discussion are
still needed on how to solve the problem of identity authentication on social media effec-
tively. To solve this problem more comprehensively, this paper proposes a more detailed
and comprehensive security framework. The framework adopts multi-level security and
privacy protection measures, combined with deep learning and network security-related
technologies, to ensure user data security and the credibility of published content. In
addition, the framework introduces the concept of zero trust security, provides advanced
identity authentication, integrates OAuth2.0, realizes fine-grained access control and con-
tinuous identity verification, and comprehensively guarantees the credibility of published
content on social media [17]. The proposed framework will help strengthen the effective
management of user identity and content and provide a solid foundation for coping with
the ever-evolving content security challenges.

3. SecToken Framework

Considering the multimodal characteristics of content published on social media, this
study covers text, audio, and video information. It aims to extract a summary of users’ posts
on social media. Firstly, a network security model based on network security technology
and deep learning is constructed; its overall framework is shown in Figure 1.

In the initial stage of the model, access tokens are obtained by adopting the
OAuth2.0 [18] authorization code mechanism, and the OpenID Connect (OIDC) authenti-
cation process is executed in the authorization server. After completing biometric double
authentication, the system obtains the user’s basic identity information. Subsequently, the
multimodal content to be published is extracted at the identity management layer, and the
user’s current timestamp, address label, and network IP address information are collected
simultaneously. This real-time and identity information is packaged together to form a
user token and digital signatures are performed on it. By verifying the digital certificate
of the user token, it can be determined whether the user themself publishes the content
and whether it has been tampered with during the transmission process on the platform.
Since the user token contains the user’s identity information, current geographical location,
network IP address, and the summary of published information, it is more secure than a
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single identity information binding method. Therefore, this security mechanism can ensure
that the content posted on the platform truly reflects the intention of the content publisher.

Figure 1. Layered structure of SecToken security framework.

To achieve fine-grained authorization and access process separation, as well as the
function of authorizing multiple accesses at once, this paper develops a multi-factor digital
token representing data user access rights based on the data structure of JWT (JSON Web
Tokens) for access control. The token is called the user token, and its structure is shown in
Table 1.

Table 1. User token structure.

Field Name Description

Header type Parameter type
alg Signature algorithm

PayLoad

userIss Issuer
sub Abstract
Exp Expiration date
situation Time stamp, address label, network IP

Sign secret Use base64 encoding and add encryption key storage to the server.

The user token designed in this paper contains three fields: Header, Payload, and Sign.
In the Header, the token type is JWT, and the signing algorithm uses HS256. The

Payload field includes four parts:

• UserIss (publisher).
• Sub (content topic and abstract).
• Exp (Token life cycle).
• Situation (publisher timestamp, address label, network IP information).

In the Sign field, the Base64 encoded Header and Payload are signed with the secret
key stored on the server side using an encryption algorithm. The private key is securely
stored on the server side. This design provides a certain degree of security, verifies the
integrity and authenticity of the token through the signing mechanism, and can be used for
information transmission, authentication, and authorization scenarios. At the same time, it
is necessary to ensure the secure storage of the secret key and adopt reliable encryption
algorithms to ensure the security of the token.
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3.1. Integration Process and Challenges

Firstly, the location and interface of the SecToken framework in the social media
platform need to be determined. Then, the API interface for interacting with the social
media platform needs to be designed and developed to realize the functions of the Sec-
Token framework. Secondly, authentication and authorization are required to implement
user authentication and authorization mechanisms to ensure that only authorized users
can access the functions of the SecToken framework. Finally, data transmission and en-
cryption are required to implement secure data transmission and encryption mechanisms
to protect sensitive information transmitted between the social media platform and the
SecToken framework. There are multiple challenges in the implementation of the SecToken
framework. Firstly, the security challenge is to ensure the framework’s security to prevent
malicious attacks and data leakage. Secondly, the compatibility challenge is to ensure
that the framework can be compatible with different versions and types of social media
platforms, and the integration with other security frameworks and components needs to
be compatible. The performance challenge is also an important consideration, with the
need to ensure that the framework will not negatively impact the social media platform’s
performance and user experience, including the response time and processing capacity.
Finally, the accuracy challenge also needs to be paid attention to, that is, to ensure the
accuracy of content judgment and to continuously improve the technical level to ensure
its accuracy.

Although the described security mechanisms have achieved particular success in
ensuring the authenticity of content posted on social media and the identity of users, there
are still some potential areas for improvement. Firstly, collecting personal information,
such as user timestamps, address tags, and network IP addresses, may raise privacy issues,
and this information needs to be handled more carefully to protect user privacy. Secondly,
although technologies such as double authentication and digital signatures enhance security,
a balance must be found between security and user experience to ensure that the system is
secure and easy to use. In addition, further research is needed to address the potential risks
of cyber attacks and digital signature cracking. Data protection and compliance are also key
issues to ensure that relevant regulations are followed when processing user information
and content summaries. Finally, with the evolution of technology, security mechanisms
need to be constantly improved and updated to adapt to new security challenges and
threats. Therefore, it is necessary to seek more comprehensive and effective solutions
by considering user privacy, the balance between security and convenience, cyber attack
response, data protection compliance, and continuous improvement.

3.2. Identity Management

The primary task of the identity management layer is to extract key information sum-
maries from the generated multimodal content (including text, audio, and video). For audio
content, appropriate feature extraction methods, such as mel frequency cepstral coefficients
(MFCCs), are needed to capture the spectrum information of the sound and convert it into a
set of real number vectors with fixed length. Bidirectional LSTM is adopted for text content
to introduce an attention mechanism to understand the text and focus on crucial informa-
tion more comprehensively. After optimizing the training data to improve the model and
increase accuracy, the model can be applied to generate summaries. For video content,
the main task is to extract critical frames that represent the main content of the video and
use ResNet to convert each keyframe into a feature vector with a fixed length [19]. At the
same time, user information processing is carried out, including embedding vectorization
processing of elements, such as timestamps, address labels, and network IP addresses, and
merging each keyframe and audio feature vector into a user token comprehensive feature
vector, which contains multimodal content and user information summary information.
Finally, standardization is carried out to ensure consistency.
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3.3. Privacy Layer

In the data privacy protection layer, when a user publishes content, the content
publisher will use its private key to sign the user token digitally. Only the legal holder of
the private key can generate a valid digital signature. This digital signature is attached to
the text file or stored in the metadata of the audio and video files together with the content.
When the receiver obtains the content, it conveys the digital certificate and the certificate
authority’s public key (CA). To ensure the authenticity of the digital certificate, the receiver
will first use the CA’s public key to verify the digital certificate. This step confirms that a
trusted CA issues the digital certificate and establishes a trust relationship with the digital
certificate. Next, the receiver will use the content publisher’s public key to verify the digital
signature attached to the content to determine whether the content is complete and from
a trusted source. Through such a verification process, it can be ensured that the receiver
can confirm that the received content has not been tampered with and is generated by a
legitimate publisher during transmission. This complex and rigorous process guarantees
data integrity and authenticity and only allows authorized users to access, verify, and trust
the published content. Combining digital certificates and signatures can enhance data
privacy protection level security, preventing unauthorized personnel from tampering with
or accessing data.

3.4. Summarizing

In summary, the security framework proposed in this paper differs significantly
from traditional network security frameworks regarding performance, scalability, and risk
reduction of AI-generated content, as shown in Table 2. The significant improvements in
various aspects of the proposed framework in this study are presented by comparing the
performance, scalability, and effectiveness of reducing the risk of AI-generated content
between the SecToken framework and traditional security frameworks.

Table 2. SecToken vs. traditional frameworks.

Angle SecToken
Framework

Traditional
Framework

Performance
Combined with deep

learning, it has
high performance.

Based on rules and
signatures, the
performance of

processing multimodal
data is low.

Scalability
Easy to expand and

integrate new authentication
mechanisms.

Relatively fixed, and
integrating new technologies

is relatively cumbersome.

Reduce the effectiveness of
AI-generated content

Using digital signatures
and other methods can

effectively reduce
the risk of fraud.

Lack of specialized
mechanisms to combat the

risk of AI-generated
content.

4. Safety Analysis and Experimentation
4.1. Security Analysis

The security framework covers multiple vital layers. Firstly, a user-friendly authenti-
cation interface is provided at the user interface layer, using the traditional user name and
password method. However, this method has potential risks, such as password cracking,
social engineering, and phishing attacks. The identity authentication layer introduces
advanced authentication mechanisms to address these risks, combining passwords and
biometric recognition technology (especially audio recognition) to improve strictness. How-
ever, biometric recognition algorithms must be updated and enhanced regularly because
biometric characteristics may be threatened by forgery or simulation attacks. At the identity
management layer, the user token is used to achieve the uniqueness of digital identities,
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and digital signature technology is used to verify the integrity and authenticity of digital
identities. The security of user token generation algorithms and the digital signature pro-
cess should be paid attention to prevent private key leakage and signature vulnerabilities.
Digital signature technology is used to sign content at the privacy protection layer. At
this level, remote key management and protection are essential, and effective measures
must be taken to prevent private key leakage. The user token is used as a token for user
authentication and authorization, and a zero trust security framework is implemented at
the access control and authorization layer. The secure transmission and storage of tokens
must be ensured and appropriate token management mechanisms adopted to prevent
criminals from abusing tokens. Finally, regarding security monitoring and threat detection,
the system records user operation logs, detects abnormal behaviors and malicious attacks,
and takes timely response measures. To ensure that the monitoring system is not attacked,
threat detection rules are regularly updated and adequate measures are taken to ensure the
security of the monitoring system.

4.2. Experiments

For the experimental part, the process of conducting token generation and the detailed
method of extracting multimodal published content summaries are described. In addition,
we also describe the process of generating multi-factor tokens. In further experiments, we
conduct multi-stage testing and evaluation of the user token generation and verification
process. Firstly, we simulate user authentication requests in different scenarios, including
during regular operation, abnormal operation, and malicious attack. Under regular oper-
ation, we evaluate the speed and accuracy of user token generation and ensure that the
system can generate tokens timely and effectively. For abnormal operations and malicious
attacks, we test the fault tolerance and security of the system and verify whether it can
correctly identify and reject malicious requests to protect the security of user identity infor-
mation. Secondly, we thoroughly test the biometric recognition module and evaluate the
reliability and stability of different biometric features regarding recognition accuracy, speed,
and anti-attack ability in practical applications. Finally, we conduct large-scale testing
using simulated and real data to evaluate the performance of the system under different
scales. These experimental details can comprehensively demonstrate the effectiveness and
potential risks of the system in user authentication and identity management and provide
essential references for further optimization and improvement.

Token Generation

(1) Extracting critical information summary from audio

The following processing flow can be operated for the generated audio content: Firstly,
the SeamlessM4T [20] model transcribes the input WAV audio file into text form. Next, a
series of preprocessing steps are performed on the generated text, including word segmen-
tation and stop word removal, to better prepare the data. Then, a sequence-to-sequence
model is established and a bidirectional LSTM layer is added. By designing a bidirectional
LSTM layer the input sequence is processed in two directions to capture contextual in-
formation comprehensively [21]. We introduce an attention mechanism to improve the
model’s focus, which helps focus on the crucial details [22]. The model diagram is shown
in Figure 2. In the training phase, we use data with abstract labels and train the model by
optimizing the loss function for sequence generation tasks. Once the training is completed,
the model can generate abstracts and obtain corresponding abstract sequences through
forward propagation. Finally, we perform post-processing steps, such as removing unnec-
essary punctuation, to improve the overall quality of the abstract and ultimately obtain the
text abstract of the input audio content.
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Figure 2. The Att-BiLSTM model architecture.

(2) Extracting critical information summary from video

For the video information in the generated content, we can use the following steps
to process the video content: Firstly, a pre-trained deep learning model, ResNet50, is
introduced, whose structure includes the residual blocks shown in Figure 3. OpenCV
technology is used to open and frame video files when processing video files. For each
frame of the video, a series of necessary preprocessing steps are performed, including
adjusting the image size, color channel conversion, and ensuring that the preprocessing
meets the input conditions of the ResNet50 model. Next, the preprocessed video frames are
input into the ResNet50 model for feature extraction. This step obtains a series of feature
vectors and is stored in an array. The output results of the feature extraction array are
clearly shown in the figure, which covers the feature vectors of each keyframe in the video.
This array can be regarded as the extracted summary vector of the critical information of
the video. The detailed steps of the whole processing process are shown in Figure 4, which
plays a crucial role in organizing and extracting the critical information of the video in
our framework. The organic combination of these steps ensures efficient video content
processing and provides rich and accurate information summaries for subsequent tasks.

Figure 3. Residual block.
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Figure 4. Process of extracting feature vectors.

(3) Multi-factor Token Generation

Firstly, the uploaded text file (critical information summary of the content to be
published) is converted into a string and processed using a specific method. Then, the
user’s current timestamp, address label, and network IP address are obtained. These data
will be integrated and spliced in a specific format, including text content, current time,
address label, and IP address. Then, the HMAC-SHA1 algorithm calculates the summary
of the spliced string as a message, and the corresponding key is used to ensure data security
and integrity. Finally, the generated summary is Base64-encoded to form the final token
(user token), effectively providing an authentication mechanism to ensure the security and
reliability of information transmission. The process and results are shown in Figure 5.

Figure 5. User token generation process.

5. Discussion
5.1. User Experience Impact

The information published on current social platforms comes from various sources,
including a large amount of content generated by generative tools, which may be modified
and potentially threaten user privacy. After introducing the SecToken framework, social
media platforms can control generated content more strictly. By managing the user login
method and binding the user identity information, status information, and the summary
of the currently published content together, it is helpful to quickly trace the source of
the content and ensure that the published content reflects the user’s true intention. The
SecToken framework provides powerful security mechanisms, including digital signature
and user authentication, to ensure the authenticity and integrity of the published content
and effectively prevent tampering and impersonation, thereby improving the platform’s
security and user confidence. However, enhancing security may also impact user experi-
ence; for example, double identity authentication and digital signature may increase the
number of steps and time for publishing, reducing the convenience of operation. Therefore,
the relationship between security and usability needs to be weighed when designing the
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SecToken framework, and overemphasis on security causing a decline in user experience,
or overemphasis on usability increasing the risk of platform attacks, needs to be avoided.
Taking into account the needs of security and usability, appropriate measures should be
taken to protect the security of users and content and minimize the adverse impact on user
experience; for example, optimizing the authentication process, providing a friendly and
easy-to-understand interface, and adopting intelligent algorithms to identify malicious
behaviors are all part of the long-term improvement goals of the platform in the future.

5.2. Ethical Considerations

Table 3 summarizes the key steps and specific measures of an AI information pollu-
tion prevention and control framework that guarantees freedom of speech. The frame-
work includes developing clear and specific filtering standards, ensuring transparent
filtering mechanisms, differentiating different types of content, establishing independent
supervision and review mechanisms, continuously evaluating and improving the filter-
ing framework, and raising user awareness through education. These measures aim to
respect freedom of speech and protect users’ right to express themselves while preventing
information pollution.

Table 3. Key steps and specific measures to ensure freedom of speech.

Steps Specific Measures

Establishing filtering criteria

Based on objective and impartial
principles, such as community norms,
laws and regulations or industry
standards.

Clearly define standards

Ensure transparent filtering mechanisms

Users understand the principles and
operation of filtering decisions.

Provide channels for user participation
and feedback.

Differentiating between different types
of content

Strict censorship of illegal content

A light touch on political views or
controversial topics

Establish an independent monitoring and
review mechanism

Third-party organizations or committees
are responsible for reviewing filtering
decisions periodically

Continuous evaluation and improvement of
the filtering framework

Regular audit standards

Gathering user feedback

Monitoring the effect

Raise user awareness through education

Users understand how to identify false
information or inappropriate content

Users understand their rights and
responsibilities on social media
platforms

5.3. Privacy Protection

The first principle is data minimization. The framework only collects necessary user
information to perform its functions, such as authentication and content abstraction. It
does not collect irrelevant personal information. When processing user data, appropriate
anonymization and encryption technologies are adopted to protect users’ identity informa-
tion, for example, using hash functions to encrypt sensitive information. The framework
gives users complete control over their data, including the right to access, correct, and
delete data. Users can choose whether to participate in authentication and data collection
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processes. In addition, the framework publishes its privacy policy, clearly explaining the
methods and purposes of data collection, use, and sharing to users, ensuring that users
fully understand the processing of their data. The framework conducts regular compliance
reviews to ensure compliance with global privacy regulations, such as the European Gen-
eral Data Protection Regulation (GDPR) and other relevant regulations. At the same time,
appropriate data security measures, including access control, encryption, and secure trans-
mission, should be taken to prevent unauthorized access, disclosure, or tampering with
user data. Finally, to further protect user privacy, the framework can provide anonymous
posting options, enabling users to post content without exposing their identity.

6. Summary and Outlook

This paper introduces a solution to the content trust problem in social media, namely
the SecToken framework, which aims to ensure that the generated content published
online can accurately reflect the true intention of the content publisher. The framework
enhances content security through identity access management to ensure the integrity and
independence of the content. It integrates OAuth 2.0 and OpenID Connect technologies
to ensure user authentication security. In terms of identity security, this paper proposes
an innovative token definition method, which packages the abstract, timestamp, location
label, network IP address information, and identity information of the multi-modal content
that users will publish as user tokens and uses digital signatures to ensure their integrity.
Zero trust policies and real-time monitoring are adopted to ensure the reliability of the
overall content. Compared with traditional network security frameworks, the method
proposed in this paper shows the best performance on multiple indicators. Therefore, the
artificial intelligence-generated content authorization management framework proposed
in this paper is of great significance for ensuring the credibility of AIGC, preventing a
series of risks that AIGC may bring, and governing the social media information ecology.
However, some things could be improved in this study. Firstly, the current data may
only partially cover some social media platforms. To solve this problem, the subsequent
plan is to obtain data from more foreign online community platforms and generate data
using more advanced generative artificial intelligence models to verify the framework’s
effectiveness further. Secondly, the multi-feature fusion method is considered to improve
the accuracy of AIGC recognition. In this process, adopting an end-to-end structure for
different feature extraction and fusion types is best. Although the design of this structure
is more complex, its effect is more significant. Finally, although the current generative
artificial intelligence models, such as ChatGPT, can read pictures and videos, their primary
output is text content. Therefore, the subsequent research will explore AIGC recognition
methods for multi-modal content to prevent the negative impact of generative artificial
intelligence on the social media ecology.

Due to certain constraints, we have not yet had the opportunity to test the framework’s
effectiveness comprehensively in a real-world environment. We are very interested in
conducting case studies in a real-world scenario to better understand the framework’s
actual performance when facing different challenges. This will enable us to verify the
feasibility of the framework and to gain a more comprehensive understanding of its
applicability in practical applications.
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