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Abstract: Dark web vendor identification can be seen as an authorship aliasing problem, aiming to
determine whether different accounts on different markets belong to the same real-world vendor,
in order to locate cybercriminals involved in dark web market transactions. Existing open-source
datasets for dark web marketplaces are outdated and cannot simulate real-world situations, while
data labeling methods are difficult and suffer from issues such as inaccurate labeling and limited
cross-market research. The problem of identifying vendors” multiple identities on the dark web
involves a large number of categories and a limited number of samples, making it difficult to use
traditional multiclass classification models. To address these issues, this paper proposes a metric
learning-based method for dark web vendor identification, collecting product data from 21 currently
active English dark web marketplaces and using a multi-dimensional feature extraction method
based on product titles, descriptions, and images. Using pseudo-labeling technology combined
with manual labeling improves data labeling accuracy compared to previous labeling methods. The
proposed method uses a Siamese neural network with metric learning to learn the similarity between
vendors and achieve the recognition of vendors” multiple identities. This method achieved better
performance with an average Fl-score of 0.889 and an accuracy rate of 97.535% on the constructed
dataset. The contributions of this paper lie in the proposed method for collecting and labeling data
for dark web marketplaces and overcoming the limitations of traditional multiclass classifiers to
achieve effective recognition of vendors” multiple identities.

Keywords: darknet; data mining; multi-identity recognition; metric learning; Siamese neural
networks

1. Introduction

The main purpose of anonymous communication networks, such as mix [1], Tor [2],
I2P [3], and Freenet [4], is to hide users’ identity information and communication data.
Cybercriminals often use anonymous communication networks to conceal their identities
and carry out online crimes. Dark web marketplaces are a type of hidden service on the
dark web; the trading volume in these marketplaces has been increasing in recent years [5,6].
The anonymity of the dark web makes it difficult to track the identities of the buyers and
sellers in these transactions. Additionally, some vendors register accounts on the same
market or multiple markets to reach a larger pool of potential buyers [7,8]. In this context,
researching the problem of identifying vendors” multiple identities on the dark web is
particularly important.

Existing studies on identifying vendors’” multiple identities on the dark web suffer
from several limitations: (1) The existing dark web market datasets, such as DNM (Darknet
Market Archives) [9], were collected between 2011 and 2015, and some of the marketplaces
included in the dataset, such as Dream Market, have since been shut down. (2) Data labeling
for identifying vendors’ multiple identities is difficult, and previous studies have used
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two methods: (1) dividing each vendor account into two parts and treating them as new
accounts with shared identities, or (2) determining whether two accounts belong to the same
identity based on their account names. However, the first approach is inapplicable for cross-
market research and the second method suffers from inaccurate labeling. (3) The problem
of identifying vendors’ multiple identities on the dark web involves a large number of
categories (each vendor identity is considered a category) and a limited number of samples
for each category, making it difficult to use traditional multiclass classification models.

We consider identifying multiple identities of vendors on the dark web as authorship
aliasing, which aims to find out which accounts in a given set are controlled by the same
real-world vendor. With such an assumption, we propose a method for collecting and
labeling data for dark web marketplaces and overcoming the limitations of traditional
multiclass classifiers to achieve effective identification of vendors” multiple identities. Our
paper has the following contributions:

1. We collected product data from 21 currently active English dark web marketplaces
through a web crawler system and propose a multi-dimensional feature extraction
method based on product titles, descriptions, and images, which can comprehensively
represent dark web marketplace products.

2. We combined pseudo-labeling technology with manual labeling to improve the accu-
racy of data labeling.

3. We propose to use a Siamese neural network with metric learning to learn the similar-
ity between vendors and achieve the identification of vendors” multiple identities.

2. Related Works
2.1. Multi-Identity Recognition

Multi-identity recognition can be viewed as an author attribution (AA) problem.
Suman et al. [10] presented a capsule-based convolutional neural network (CNN) model
over character n-grams for performing the AA task. Zhang et al. [11] proposed a novel
strategy to encode the syntax parse tree of a sentence into a learnable distributed rep-
resentation. Fabien et al. [12] proposed to incorporate a BERT (Bidirectional Encoder
Representations from Transformers) [13] model into a classification model, which was used
to process raw text and incorporate writing style features and hybrid features, which was
ultimately fused to form a classification model with a 5.3% improvement over the best
model at the time. A hybrid model for AA of short texts was proposed [14], comprising a
pretrained RoBERTa-based language model for tweet-related stylistic features and a CNN
model for users’ writing styles. With the development of the natural language processing,
large language models (LLMs) have been used for authorship verification by providing
step-by-step stylometric explanation prompts [15].

2.2. Features of Classification

Some researchers have used writing-style features to identify vendors’ multiple iden-
tities on the dark web. Xiao et al. [16] conducted a writing-style feature analysis of dark
web market data from eight years (2011-2018) and identified 22,163 vendor accounts with
sales records controlled by 15,652 different real-world vendors. They used a wide range of
features, including edit distance between the IDs, same or different marketplace, Jaccard
similarity for profile descriptions, and item titles and descriptions.

In addition to writing-style features, many other types of information can be obtained
from dark web vendors. Kumar et al. [17] proposed the eDarkFind model, which sum-
marized five types of features to describe a vendor, including the description text of their
products, the location of the product, and the product category. They proposed an unsu-
pervised cosine similarity matching method to detect a vendor’s multiple identities on
dark web marketplaces, using the ability of multi-view learning to capture different and
complementary information in the features. The accuracy of predicting vendor similarity
reached 98%. Gianluigi et al. [18] were the first to construct an information network of dark
web vendors based on PGP key relationships and apply writing-style features to dark web



Appl. Sci. 2024, 14, 1619

30f12

marketplaces. The analysis found that many vendors used different usernames on different
markets but the same PGP key as their identity.

Some studies have used images published by vendors as features, based on the
assumption that a vendor is likely to use the same image to describe similar products on
different trading markets, or may take pictures of the same product from multiple angles.
Wang et al. [19] extracted features from images published by vendors and studied them on
three dark web markets (Agora, Evolution, and Silk Road 2). They used a special dataset
labeling method, dividing each image published by a vendor into two parts, which were
considered different identities of the same vendor. The classifier’s task was to classify
these two parts into the correct vendor. Then, multiple pretraining models were used
to construct a multiclass classifier, with each category representing a real-world vendor.
Finally, the model achieved an accuracy ranging from 58% to 84.6% on the three dark
web market datasets, after removing duplicate images. However, this labeling method
prevented the model from conducting a cross-market analysis, while we prefer to identify
accounts controlled by the same vendor in different markets.

3. Research Design

The overall framework of the proposed method for identifying multiple identities of
darknet vendors is shown in Figure 1. Firstly, a distributed crawler is developed to collect
the darknet market dataset. Then, text and image features are extracted, and dimension
reduction is performed using a principal component analysis (PCA) and weighted general-
ized canonical correlation analysis (WGCCA). Finally, a Siamese neural network is utilized
to accomplish the task of identifying the multiple identities of darknet vendors.

Feature Extraction

Text-based
Darknet Market - RIS - Feature Dimension
Data Collection Reduction
Photo-based

Features l

Recognition .
Siamese Neural :
Result - - Data Labeling

Network

Figure 1. The overall architecture.

3.1. The Dataset

We collected darknet market product data (including vendor name, title, description,
image, shipping origin, category, etc.) as the dataset used in this paper. The data were
collected between 2020 and 2021, and in total, we obtained 185,460 items from 8507 vendors.
Although the data collected from the darknet markets were already structured and saved,
they still needed to be processed. Overall, the original data had three problems that needed
to be preprocessed before it could be used:

1. There were duplicate items in the same market, which referred to items with the same
name, description, vendor name, and category. These items increased the training
time of the model but did not help the model converge. Additionally, some market
item names could end in “Clone”, and these items also needed to be deduplicated.

2. The shipping origin of each market was not uniform. For example, some products
had the United States as the shipping origin, and some markets were set to USA, US,
U.S.A, United States, etc. These shipping origins were standardized to USA.

3. The categories were not uniform. For example, cannabis drugs were defined as
cannabis in some markets and hashish in others.
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For problem 1, which is duplicate data, we extracted the name, description, vendor
name, and category from each product as a quadruple, and deduplicated based on this
quadruple. Duplicate data were only retained for the first group. For problems 2 and
3, the shipping origin and category needed to be normalized. By defining a mapping
between location and category names, names that represented the same location/category
in different markets were mapped to a standardized name. For example, both USA and
US were mapped to USA, and both cannabis and hashish were mapped to a Cannabis and
Hashish category.

3.2. Feature Extraction

Due to the relatively small number of features at the vendor level, the features at the
product level were aggregated to obtain the features at the vendor level. For each type of
feature, the usual aggregation approach was to take the average of all features of products
sold by each vendor to obtain the features of that vendor.

3.2.1. Text-Based Features

In the dataset, there were two types of text data, namely, product titles and descriptions,
and features were extracted from each of them. To extract text-based features, we used the
following methods.

BERT [13]

BERT is a pretrained language model and it can be used without tuning the parameters.
We used BERT as a feature extraction network to which the title and description of the
product were input, and the parameters of BERT were not adjusted.

Doc2Vec [20]

It is also used in [17] to extract text features as input to the model. We used the PV-DM
approach to train the Doc2Vec model to generate features for product titles and descriptions.
Two methods were used to aggregate the product-level features to the vendor-level features:
(1) taking the average of the product features to obtain the vendor features; (2) adding
[START] and [END] at the beginning and end of the title and description of each item
sold by a vendor to identify a document, connecting these documents together, training a
Doc2Vec model with PV-DBOW approach, and obtaining document vectors as features.

Writing-Style Features

The writing style also contains rich distinguishing features, and we extracted these
features from product text, as shown in Table 1. Among them, the lexical richness can
measure the vocabulary of an article, which can reflect the author’s personal word-usage
characteristics and writing style. We used six methods, including TTR (type-token ratio), to
calculate lexical diversity. We employed the method proposed by Covington et al. [21] to
split a long text into multiple short texts of equal length using a sliding-window approach.
The type-token ratio (TTR) was calculated for each short text, and the average TTR was
taken as the final measure of lexical richness.

3.2.2. Photo-Based Features

In the dataset, the photo data were relatively simple, but some products did not have
photos. For these products, their features were set to a vector of zeros. We used ResNet50 to
calculate a 1000-dimensional feature for each image of a product. If a product had multiple
images, the average of their feature calculation results was taken as the product’s feature.
For vendors, the average calculation result of all the images they published was taken as
their feature.
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Table 1. Writing- style features.

Feature Dimension

Feature Name Number of Features

Lexical features

Character count

Number and frequency of digits/whitespaces/special characters
Number of letters/number and frequency of uppercase letters
Number of words

Average word length

Lexical richness

Proportion of lowercase/uppercase letters

Number and frequency of punctuation marks

Grammatical features

Number and frequency of function words

Structural features

Number of paragraphs

Average paragraph indent

Separator between paragraphs

Average number of words/sentences/characters per paragraph

UJHH»—\MN%O\D—\H)-BO\H

Total

o}
—_

3.2.3. Feature Dimension Reduction

To reduce the dimension of the features extracted from different methods, WGCCA
and PCA were applied in this work. Simply concatenating all features would result in a
high-dimensional feature space, which hinders the speed of model inference. WGCCA
and PCA both computed 784-dimensional features. This number was chosen for the
convenience of transforming features into 28 x 28 grayscale images. The performance of
both methods was compared in each experiment, and the better one was chosen as the
final result.

3.3. Metric Learning
3.3.1. Data Labeling

We took all the accounts two by two as a sample, where the group whose accounts
were of the same supplier was a positive sample, otherwise it was a negative sample. We
considered the same username in different markets to be the same supplier and based the
initial labeling on that. There were an enormous number of sample pairs (% pairs for
n vendor accounts). It was clear that there was a very serious class imbalance in the labeling
of these positive and negative samples, reaching a ratio of nearly 1:8169. We assumed that
multiple accounts controlled by the same vendor were more inclined to use more of the
same words to describe goods and used this as a basis to filter out sample pairs. As shown
in Figure 2, we calculated the Jaccard similarity coefficient for all good titles of each sample
pair. We found that 98.46% of positive sample pairs had a similarity coefficient greater
than 0.2, while 99.90% of negative sample pairs had a similarity coefficient less than 0.2.
Therefore, we used 0.2 as a threshold to filter out sample pairs with a similarity coefficient
less than 0.2 and did not include them in subsequent experiments.

Additionally, we use a pseudo-labeling algorithm [22] to improve data accuracy. The
concept of pseudo-labeling originates from semi-supervised learning. Its primary method
entails training a model using samples with known labels, subsequently applying this
model to unlabeled samples. The predicted labels can then be regarded as the true labels
for these samples and are integrated into the labeled sample set for iterative training.

In the experiment, the username was used as the initial labeling criterion. Accounts
with the same username were regarded as positive samples before the model was trained,
and the rest were regarded as negative samples. Then, the samples were divided into
training and testing sets. Model training was performed using the methods described in
Section 3.3.2. After the model was trained, it was used for label prediction on the testing
set. The predicted labels were compared with the initial labels, and the samples with
inconsistent results were manually labeled. Based on the collected information about goods
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and other information, it was artificially determined whether two accounts belonged to
the same vendor. Finally, the manually labeled results were considered the correct labels.
In the next round of training, the samples were redivided into training and testing sets
randomly, and the above steps were repeated N times to increase the confidence of the
labels. Compared to the original pseudo-label learning, we incorporated human labeling
for samples with inconsistent prediction results and labels to improve the accuracy of
pseudo-labels. Typically, the number of samples requiring human labeling per training
round was less than 102. The above steps were represented in pseudocode form, as shown
in Algorithm 1. The final number of samples is shown in Table 2, and the ratio of positive
to negative samples was approximately 1:8.

Quantity

0.2 0.4 0.6 0.8 1.0
Jaccard Similarity Coefficient

0.0 0.2 0.4 0.6 0.8 1.0 1.2
Jaccard Similarity Coefficient

(a) Positive sample pairs. (b) Negative sample pairs.

Figure 2. Histogram of Jaccard similarity coefficient distribution for positive and negative sam-
ple pairs.

Table 2. Number of Positive and Negative Sample Pairs.

Positive Sample Pairs Negative Sample Pairs

Quantity 3728 26,827

Algorithm 1 Pseudo-labeling algorithm.

Input: M € R"*4 1 Vendor features, n is the number of vendors, d is the number of feature
dimensions;

P € RP*2 > Vendor sample pairs, p is the number of sample pairs;
L e RP¥! > Vendor sample pairs’ label;
C > Number of epochs
Output L € RP*1 > New vendor sample pairs’ label;
1: fori =2toCdo
2:
3: Shuffle P and L in the same order.
& Ptmin’Ltmin’Ptest/ Liest =
SplitTrainTestData(P, L)
5 model = newmodel ()
6: model.train(M, P, ..., Ly..in)
7: Lyyeq = model.predict(M, Py,g;)
8: med = ManualLabeling(Ltest,Lmd)

9: L = UpdateLabel (L, Lyyeq)
10: end for

3.3.2. Model Architecture

Assuming that the number of input samples is n and the number of output categories
is m, then n and m have a relationship % < m < nin general. That is to say the number
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of categories and the number of input samples are extremely close to each other, and it is
difficult for a multicategorization model to learn the difference between a large number
of categorized categories with a small number of samples. Therefore, we used a Siamese
neural network to calculate the similarity between two vendors. The main idea was to
select a pair of samples from the dataset as input, pass them through the same neural
network structure to produce outputs, calculate the distance between the two outputs, and
use contrastive loss to backpropagate and update the neural network weights.

The Siamese neural network structure we used consisted of a four-layer convolutional
structure and a three-layer fully connected structure, the parameter settings of which are
shown on the right side of Figure 3. The convolutional layer used ReLU as the activation
function and batch normalization [23] to solve the problems of vanishing gradient and slow
convergence of the model, and a pooling structure was added every two convolutional
layers to alleviate the overfitting problem. For each vendor account, the extracted feature
dimension was 784, which was reconstructed into a 28 x 28 x 1 image, i.e., a grayscale
map with 28 x 28 pixels and 1 channel, and each time, a pair of vendor account’s feature
grayscale maps was selected as input to train the model.

The computation process of Siamese neural networks is shown on the left side of
Figure 3, where two neural networks share the same parameters. For each pair of dark
web vendor samples, their features were input into the Siamese neural network, and
the pairwise distance between the two outputs was calculated, followed by the use of
contrastive loss for backpropagation.

The contrastive loss calculation is shown in Equation (1), where d; represents the
distance between the ith pair of samples, y; represents the label of the ith pair of samples,
indicating whether they are similar or dissimilar, and margin is a hyperparameter that
determines how far apart dissimilar samples should be pulled. When the two samples are
similar, i.e., ¥y = 1, the second term of the contrastive loss becomes 0, and only the first term
y;d? is computed, where a larger distance between the two samples leads to a larger loss.
When the two samples are dissimilar, i.e., ¥ = 0, the first term becomes 0, and only the
second term is computed, where a smaller distance between the two samples leads to a
smaller loss. The main idea of the contrastive loss is to encourage similar samples to be
close together and dissimilar samples to be far apart.

1 N
) . 2
L= N Y vid? + (1 — y;)max(margin — d;, 0) 1
i=1
Conv, 3x3, 4
— RelU
BatchNorm, 4
Conv, 3x3, 4
Vender_i
RelU
BatchNorm, 4
MaxPooling, 2x2
Siamese Conv, 3x3,8
Nerual Weights o
Network o
BatchNorm, 8
Output_i

Figure 3. Computing process and structure of the Siamese neural network.
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4. Evaluation

We constructed a model as shown in Figure 3 and designed the following experiment
to validate the effectiveness of the model.

1.  Weemployed a tenfold cross-validation to more comprehensively evaluate the model’s
performance and reduce errors caused by sample set partitioning. In other words, the
sample set was divided into ten parts, and ten models were trained with a training-to-
test ratio of 9:1 to obtain ten evaluation results.

2. The parameter margin in Equation (1) determined how far the negative sample pairs
were pulled apart from each other, and different margin were chosen to verify their
effect on the model’s effectiveness.

3. Kumar et al. [17] proposed the eDarkFind model for identifying multiple identities of
darknet vendors. The specific method involved using cosine similarity to determine
whether two vendor accounts were controlled by the same real vendor. Our exper-
iment compared the performance of our method with the eDarkFind model on the
dataset collected in this study.

4.1. Tenfold Cross-Validation Result

The validation results obtained by using a 10-fold cross-validation with a 9:1 sample
split ratio are shown in Figure 4. The average values obtained from the 10-fold cross-
validation is shown in Table 3. The evaluation metrics used included accuracy, precision,
recall, F1-score, and AUC. It can be seen that the AUC values of the ten models were all
around 0.97, the accuracy values were all above 0.97, the precision values could reach
up to 0.987, and the recall values were usually above 0.8 and could reach up to 0.86.
Additionally, the Fl-score values were around 0.9, indicating that the proposed Siamese
neural network-based model had good performance. The average values obtained from
the 10-fold cross-validation were as follows.

1.00 T T T T T
—9 L10
0.95
0.90 0.8
0.85 . .
. = . . 0.6
0804 * " " -
= Recall
Precision, [ 0-4
0.75 4 A Accuracy
F1-Score
AuC
0.70 — ro02
0.65
0.0
0.60 T T T T T
0 2 4 6 8 10
Fold

Figure 4. Tenfold cross-validation results.

Table 3. The average values obtained from the 10-fold cross-validation.

Precision Recall Accuracy F1-Score AUC
96.868% 82.252% 97.535% 0.889 0.971

4.2. Impact of margin

We set the range of values of margin to 1, 2, 3, 5, 10, 15, 20, and for each value of
margin, a model was built, and the model was trained using the same training set and tests;
the results obtained are shown in Figure 5.
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g, 2
. e . 4 —
0.95 + L . ° -
Y oy L
0.90 v F
v v v
-
n
n
0.85 v - F
]
0.80 4 [~ Recall | r
@ Precision
A Accuracy|
v F1-Score|
0.75 AUC F
0.70 T T T T T
0 5 10 15 20

Margin
Figure 5. The influence of parameter margin on the model.

As can be seen in the figure, the performance of the model on the test set decreased
after the value of margin exceeded five. A larger margin caused the model to overfit on
the training set and therefore, the performance on the test set instead decreased. A more
appropriate value for the parameter margin was five. Compared to the case where margin
took a value of one, when margin = 5, the model had a better accuracy rate.

4.3. Compare with eDarkFind Model

Kumar et al. [17] proposed eDarkFind, an unsupervised algorithm for identifying
multiple identities of darknet vendors, which also compared vendor accounts pairwise
and used the cosine similarity of extracted features to determine whether two accounts
were controlled by the same real vendor. However, they only used data related to drugs
and medication from three darknet marketplaces (Dream Market, Wall Street, and Tochka),
while the dataset used in this study covered all products from 21 darknet marketplaces.

We applied eDarkFind to the dataset we collected in this study, extracted the features
provided by eDarkFind, and calculated the cosine similarity of vendor features. The
evaluation metrics are compared in Table 4. It can be seen that the method based on
Siamese neural networks had better performance than directly using cosine similarity to
judge the identity of dark web vendors. The poorer performance of the eDarkFind model
is due to the following reasons:

1. It only focuses on vendors selling drugs and only uses data from three markets, so it
performs well on the original dataset;

2. Itrelies entirely on feature calculation, and once the number of vendors increases, the
distinguishability of the features may not be clear.

Table 4. Comparison with the eDarkFind model.

Accuracy Precision Recall AUC
eDarkFind 76.789% 43.94% 44.53% 0.768
Siamese neural network 97.535% 96.877% 82.25% 0.971

5. Case Study
5.1. Drug Trafficking Group

In the dataset collected in this study, using the metric learning-based dark web vendor
identification model combined with pseudo-labeling algorithm [22] and manual judgment
(see Section 4.3), many drug trafficking groups were identified. Among them, the largest
drug trafficking group created vendor accounts on 12 of the 21 English dark web market-
places, using three different usernames and creating a total of 30 vendor accounts, as shown
in Table 5.
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Table 5. Drug trafficking group.

MickeymouseNL PostNL Tomandjerry

\
AN

Apollon
Tor2door
Darkfox
Monopoly
Cartel
Versus
Cypher
DarkOde
Vice City
Agartha
Incognito
TomAndJerry

AN N N N RN
NN N NENENENEN
AN N N N N N RN

We determined that these three accounts were controlled by the same real vendor
based on the following characteristics.

These three accounts all set the shipping location of the drugs they sold to the Nether-
lands, and they all sold heroin, ketamine, cocaine, and ecstasy, indicating a high level of
similarity in terms of categories and shipping locations.

We extracted the ketamine products posted by the three accounts on Vice City, as
shown in Figure 6. From the product images, we observed that they all placed the ketamine
on a piece of white paper, which was placed on a black table. They also printed their
respective account icons on the white paper and stood them upright on the table. Moreover,
in the product images posted by the PostNL and MickeymouseNLL accounts, the ketamine
was arranged in the shape of the letters “KET”.

2g7an i ualty Keamine 5 M. to L

Figure 6. Examples of drug trafficking group’s products.

We compared the descriptions of the three products and found that they all included
the delivery time and encouraged customers to contact them.

5.2. Same Username for Different Vendors

Similarly, we also identified examples of accounts using the same username across
different markets but actually controlled by different real vendors. Figure 7 shows two
accounts with the same username selling all products on the DarkOde and Darkfox markets,
respectively. Based on the following differences in their product listings, we considered
them to be controlled by different real vendors: (1) They used different photos with different
backgrounds for their products. For example, the DarkOde market’s product list included
photos with a blue background, while the Darkfox market’s product list only included
photos with black and white backgrounds. (2) They sold different types of products. For
example, the DarkOde market’s product list included THC capsules, while the Darkfox
market’s product list included Xanax, neither of which appeared on the other’s product
list. (3) Even for products of the same type, their descriptions were very different. For
example, the description for synthetic cannabis was different, and they used different
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References

capitalization styles in their titles, with one account using all lowercase and the other using
all uppercase letters.

o

Figure 7. Example of the same username for different vendors.

6. Conclusions

In this paper, we collected product data from 21 existing English-language dark web
markets, including vendor names, product titles and descriptions, images, shipping loca-
tions, and categories. We extracted features from product data, including text and image
features. Pseudo-labeling was used to improve the accuracy of positive and negative
sample labeling. We used a Siamese neural network with metric learning to learn the
similarity between vendors and achieve the recognition of vendors” multiple identities.
We evaluated its effectiveness through a tenfold cross-validation and various evaluation
metrics, achieving an average F1-score of 0.889 and an accuracy of 96.86%. It demonstrates
the effectiveness of metric learning in the multi-identity problem, which consists of an
extremely large number of categories and a small number of samples under each cate-
gory. This method can be used to identify multiple accounts on different markets that
are manipulated by the same vendor, providing leads to locate criminals trading on dark
web markets.
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