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Abstract: The sentiment analysis task seeks to categorize opinionated documents as having overall
positive or negative opinions. This task is very important to understand unstructured text content
generated by users in different domains, such as online and entertainment platforms and social
networks. In this paper, we propose a novel method for predicting the overall polarity in texts.
First, a new polarity-aware vector representation is automatically built for each document. Then,
a bidirectional recurrent neural architecture is designed to identify the emerging polarity. The attained
results outperform all of the algorithms found in the literature in the binary polarity classification task.

Keywords: sentiment analysis; machine learning; deep learning

1. Introduction

Sentiment analysis seeks to identify the polarity of a document as positive or negative [1].
Formally, it is the computational study of emotions, feelings, comments, and opinions
described in a text [2], which has been applied in multiple classification tasks in business
areas [3,4], medical [5], and social networks [6]. This task is extremely important for un-
derstanding user-generated text content in different domains, such as online shopping,
entertainment platforms, and social networks. Machine learning techniques such as support
vector machine (SVM) and naive Bayes have been successfully employed in feature-based
approaches [7,8]. Despite the important progress brought by these methods, the increas-
ing complexity of the classification task given by the variable length and hazy emotions
associated with the text content pose tough challenges to every handcrafted feature-based
approach. More recently, deep recurrent neural networks have been successfully employed
for this task, attaining the highest performance [9–11].

Today, sentiment analysis is a growing research field influenced by multiple research
fields, such as text mining, machine learning, computational linguistics, and natural lan-
guage processing [12]. This process consists of classifying the content of the text based on a
possible expression of opinion or sentiment of the writer, trying to identify whether the
expression is positive, negative, or neutral and, in many cases, boiling down to positive
and negative.

To carry out this task, multiple techniques are proposed to identify the sentiment
associated with the texts with a certain degree of certainty. To classify the documents,
techniques are used from two main approaches: those based on machine learning and
those based on sentilexicons [13]. Additionally, it is possible to distinguish three main
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categories in sentiment classification [14] in the literature: document-level, sentence-level,
and aspect-level. The category consists of determining the polarity underlying the content
of a text document. In the second category, each sentence within a document is classified as
positive, negative, or neutral. Finally, the last category determines the opinions expressed
on different entity features.

In this work, we propose a document-level approach for binary sentiment classification.
The contribution is twofold. First, we develop a method that learns to classify words
based on multiple sentilexicon dictionaries. Second, we design a deep neural network
architecture that captures the polarity oscillations marked by the sequence of terms within
each document. The work is structured as follows. In Section 2, we present related works
that deal with binary sentiment analysis and its discussion. In Section 3, we present our
proposed method. Next, the experimental validation of the proposal is shown. Finally, we
conclude with final remarks and future work.

2. Related Work

Document-level sentiment analysis approaches categorize opinionated documents as
having overall positive or negative opinions [15]. Initially, the traditional bag-of-features ap-
proach to sentiment classification was employed. Automatic classifiers such as SVM, naive
Bayes, and maximum entropy were used mostly on documents represented with n-grams or
manually designed features [7,8,16–18]. Next, effort was put into the design of better word
features that exploit language knowledge, and based on the work of Mikolov et al. [19],
new dense word representations were built for sentiment classification [20–23].

Recently, deep recurrent neural networks have been employed for sentiment clas-
sification tasks [9–11,23,24]. Despite the long training times that these models present,
one of the greatest advantages they offer is the capacity to automatically learn feature
representations directly from the input word sequences. A particularly important approach
to this work is that the polarities of these words are used to improve the solution quality in
the classification task [25–28]. Often, the sources of this emotional information attached to
each word are sentiment lexicons such as WordNet-Affect [29] and SentiWordNet [30].

In the same direction as our proposal, other approaches using recurrent neural net-
works with sentiment lexicon information have been successfully applied [10,23,31–34].

Shin et al. [31] integrated lexicon embeddings and an attention mechanism into con-
volutional neural networks. They concatenated scores coming from six different lexicons
to build a sentiment word embedding. Then, these embeddings were padded and passed
together with the word embeddings to the net. Experiments over movie reviews and
tweets show a notorious improvement in accuracy and F1 measures when comparing the
performances attained with and without lexicon embeddings.

Zeyang et al. [32] proposed a procedure for learning hidden representations of context
and sentiment words using single-head and multihead attention weights jointly learned
with lexicon and text document inputs.

Xiong et al. [23] considered that not all words within a tweet message have the same
sentiment polarity as that of the whole document. Then, they learned sentiment-specific
word embeddings by exploiting both a lexicon resource and distant supervised information
and feeding several neural networks with a word representation combining lexicon and
tweet sentiment information to obtain multilevel sentiment-enriched word embeddings.

Wu et al. [10] represented each sentence as a sequence of word vectors. Then, they
proposed using sentiment lexicons to enhance the learning of word attention weights
to classify sentences according to their polarity. Additionally, a hierarchical network
architecture is presented to automatically build document representations that capture the
contextual importance of each sentence.

Li et al. [33] exploited the emotional resources for the document sentiment classification
task, the sentiment variations that the words present in different document locations, and
addressed the information loss that occurs when word sequences are encoded into fixed-
length vectors. To do this, they first proposed a bidirectional LSTM architecture (SAMF-
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BiLSTM) that learns dense representations for words in a sentence by combining lexical and
syntactic features to classify the sentiment underlying the sentence. The document-level
classification is performed by a second model (SAMF-BiLSTM-D) that addresses this task
as a sentence-sequence classification where the SAMF-BiLSTM model estimates the polarity
of each sentence in a document.

More recently, Li et al. [34] mined the sentiment information from user reviews using
a mixed convolutional and LSTM architecture enhanced with sentilexicon information.

Previous contributions in the document-level sentiment classification task have brought
interesting ideas regarding the integration of the word lexicon information into deep learn-
ing models. The construction of sentiment-aware embeddings to integrating polarity scores
from several sources has been considered. Nevertheless, two less-addressed issues remain
whose resolution could improve classification accuracy: the lack of word sentiment when no
polarity information is available and, more importantly, the exploitation of the relationship
between the fluctuation of polarity along the documents and their target sentiments.

3. The Proposed Classification Framework

The overall idea of this proposal resides in creating a new representation of a document
that portrays the fluctuation of the emotional charge through its text using a sequence
of automatically identified positive and negative polarities. We address the document
classification task by following a statement made by Xiong et al. [23] in which they pose that
not all words within a text have the same sentiment polarity as that of the whole document.

The process consists of the three stages depicted in Figure 1. The first corresponds
to creating a word polarity classifier based on multiple sentilexicons and dense word
representations. In this manner, the classifier is trained to identify positive and negative
words from their word embeddings and polarities extracted from several lexicons. In the
second stage, each document is represented by a binary sequence denoting the polarities of
all its constituent words. In the third stage, the deep sentiment classifier is trained. To better
describe the complete process, each phase is presented below.

Figure 1. Overall view of the proposed method.
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3.1. Automatic Identification of Word Polarities

Instead of building sentiment-aware embeddings (see [35,36] for some interesting
approaches), we follow a simple yet effective strategy that consists of using several sentilex-
icons and word embeddings to train a vector classifier capable of predicting word polarity
from its meaning vector. The overall process is depicted in the first stage of Figure 1.

To generate the ground truth information to train the classifier, the vector of each word
in an embedding database is paired with its corresponding polarity, and the overall result is
aggregated into a single dataset. To increase coverage of the vocabulary used by the method,
the polarities were extracted from the following lexicons: SentiwordNet [37], SenticNet [38],
SentiWords [39], and NLTK sentiment package [40] and positive and negative words [41].

After the training set is built, each word w will have a polarity score ϕ(w) ∈ {−1,+1}
along with its embedding vector. Then, these tuples are fed into a binary classifier following
a standard training procedure. Once the classifier is trained, new words, along with an
available embedding, can be classified as positive or negative. The example shown in
Figure 2 depicts the text processing tasks performed to generate a polarity vector from text
content. This vector contains has values −1 and +1 for words whose polarity is predicted
as negative and positive by the classifier respectively. A 0 value is used for words whose
embedding is not available.

In this part of the process, any word embedding database and vector classifier capable
of handling high-dimensional data can be employed. In the experimental section, we assess
the performance of several alternatives for these two components and describe in detail
those we chose.

Figure 2. Example of the document sequence generation procedure from its word polarities.

3.2. Bidirectional LSTM for Document Polarity Identification

The aim of this task consists of obtaining a single representative polarity for the whole
document. To accomplish this, first, the polarity distribution within a text is represented as
a sequence of marks denoting the sentiment of each word. These marks result from the
polarity prediction task performed by the classifier proposed in Section 3.1. Then, an ad hoc
classifier capable of dealing with these sequential data is employed to obtain the overall
document polarity. The complete process is depicted in the second stage of Figure 1. As a
special case, when no embedding is available for a given word, its mark in the sequence is
a 0.

Without loss of generality, let us consider that there exists an embedding vector
for each word present in the underlying text corpus. Then, each input document t
containing a sequence of nt words [w1, w2, . . . , wnt ] is transformed into a binary vector
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[ϕ(w1), ϕ(w2), . . . , ϕ(wnt)] by the trained polarity classifier, where each ϕ(wi) ∈ {−1,+1}
is defined in Section 3.1. The main idea behind our proposal is to build a dense vector
representation that relates the polarity value of each input word with the polarity values
of all its surrounding words within the document. In order to accomplish this task, we
make use of the bidirectional recurrent network learning formulation. This is, to estimate a
function G that takes ϕ(wi) and outputs real values

−→
hi = G(ϕ(wi),

−→
h i−1)

←−
hi = G(ϕ(wi),

←−
h i+1)

to account for the nonlinear influence of polarities of words appearing before wi and after
in the text, respectively. The effect of this procedure is to map each binary value ϕ(wi)
onto a continuous polarity value that also considers the word context represented by its
neighborhood within the text.

In the end, we need to estimate another function f that merges these two output values
and predicts the overall text polarity.

These networks have long been used to model sequential data in natural language
processing tasks, and despite their wide usage, they present problems with unstable
gradients and very limited short memory. To overcome the last issue, long short-term
memory (LSTM) is employed due to its capability of selecting, preserving, and extracting
important inputs whenever needed. Bidirectional architectures have also been successfully
employed for similar tasks in recent works [33,42].

Regarding some practical issues, a zero padding strategy is used to address the variable
length of text documents. Additionally, each word polarity is processed by the network in
order of appearance in the text and fed to the network. The underlying idea of providing
contextual information for each word polarity is mainly carried by the long-term states of
the two opposite LSTM layers. Figure 3 depicts the proposed architecture.

Furthermore, we pose that the binary valued polarity of each word is enriched by
adding information of the entire text. Additionally, it is important to note that we use several
recurrent units; hence, each binary polarity value is mapped onto several dimensions.

Figure 3. Bidirectional LSTM Architecture.
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4. Experiments
4.1. Word Polarity Classifier Implementation

A key component of the architecture shown at the end of Stage 1 in Figure 1 corre-
sponds to the classifier that automatically identifies the polarity of a word from its vector
embedding as described in Section 3.1. To identify the best combination of pretrained word
embeddings and vector classifiers, we assess the performance of five widely used machine
learning methods along with three popular pretrained word embeddings.

Initially, the sentilexicons listed in Section 3.1 are merged. After we build the vocab-
ulary and identify the word polarities from the sentilexicons, we assess the performance
of each combination of vector classifier and pretrained word embedding by following a
10-fold cross-validation strategy. The comparison results obtained for each combination are
depicted in Table 1.

Table 1. F1 sentilexicon results.

ML ConceptNet [43] Word2vec [44] BERT [45]

Naive Bayes 0.875 0.741 0.706
Tree 0.813 0.632 0.691
SVM 0.957 0.811 0.816

Random Forest 0.738 0.672 0.707
KNN 0.899 0.755 0.738

Based on these results, we observe that ConceptNet consistently yields better classifi-
cation results compared to word2vec or BERT. Additionally, the classifier that attains the
best results along with ConceptNet is the SVM with an F1 value of 0.957. Thus, this tuple is
used as the word polarity module employed in the subsequent experiments.

4.2. Experimental Setup

All experiments were carried on a an Intel® CoreTM i7-7700K CPU (Intel) running at
4.20 GHz with a Nvidia Tesla K80 GPU (Nvidia). All developed models were built using
PyTorch 1.7.1. To carry out the document classification process, we applied a standard five-
fold cross-validation procedure, and each of the cross-validation executions was considered
an independent result. We repeated each cross-validation process 10 times, and the final
result reported for each model was obtained from the average performance over the
test fold. The performance metric employed to select models is F1 measure due to its
robustness under scenarios with imbalanced data. Additionally, accuracy, precision, and
recall are reported.

4.3. Datasets

As show in Table 2, three benchmark collections are employed for the experimental
validation of the proposal: A dataset of tweets that were taken from the popular Kaggle
dataset Twitter US Airline, English movie reviews from IMDB, and Amazon Books reviews.
The rationale of this dataset selection is to include very short and noisy texts such as
tweets, mixed length and less noisy texts in IMDB, and finally, longer texts reviewing
Amazon Books purchases. Stopwords were removed, and the maximum length for the the
Twitter dataset is set to 40 words; for the IMDB dataset, 1574 words; and for the Amazon
Books dataset, 4883 words.

Table 2. Size input vector in every case.

Database Documents Mean Vector Size

Twitter 2100 40
IMDB 6000 1574

Books dataset 2000 4883
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4.4. Utility of the Recurrent and Bidirectional Characteristics

In order to assess the utility of the recurrent approach and the bidirectional recurrent
architecture, two baseline neural network models are presented. First, a feedforward
network with a single output neuron denoted as DENSE, and second, a unidirectional
LSTM neural network with a fully connected layer denoted as LSTM + DENSE. The inputs
of DENSE and LSTM + DENSE were the same as those that Senti-Sequence used for the
classification process. The model selection and validation procedures applied are identical
to those described in Section 4.2.

5. Results

Tables 3–6 show the results attained by the three proposed architectures. The recurrent
and bidirectional method (Senti-Sequence) consistently attains the highest scores across all
the datasets. Furthermore, the amount of dispersion relative to the average value is also
higher for the baseline methods over the Twitter and Books datasets. This is, Senti-Sequence
attained a coefficient of variation in the range of [2%, 7%] in contrast with the range of
[2%, 13%] for the other two models across all metrics.

Table 3. F1 value attained by each method over all datasets. The bold numbers indicate the best
values attained over each dataset.

Method IMDB Twitter Books Generic

DENSE 0.975 ± 0.029 0.954 ± 0.052 0.838 ± 0.056
LSTM + Dense 0.827 ± 0.017 0.943 ± 0.051 0.677 ± 0.090

BILSTM (Senti-Sequence) 0.990 ± 0.024 0.963 ± 0.067 0.990 ± 0.031

Table 4. Accuracy value attained by each method over all datasets. The bold numbers indicate the
best values attained over each dataset.

Method IMDB Twitter Books Generic

DENSE 0.975 ± 0.029 0.954 ± 0.052 0.823 ± 0.049
LSTM + Dense 0.824 ± 0.017 0.943 ± 0.051 0.962 ± 0.069

BILSTM (Senti-Sequence) 0.989 ± 0.024 0.963 ± 0.068 0.990 ± 0.030

Table 5. Precision value attained by each method over all datasets. The bold numbers indicate the
best values attained over each dataset.

Method IMDB Twitter Books Generic

DENSE 0.975 ± 0.029 0.954 ± 0.052 0.852 ± 0.036
LSTM + Dense 0.831 ± 0.015 0.943 ± 0.051 0.678 ± 0.062

BILSTM (Senti-Sequence) 0.990 ± 0.024 0.963 ± 0.068 0.990 ± 0.030

Table 6. Recall value attained by each method over all datasets. The bold numbers indicate the best
values attained over each dataset.

Method IMDB Twitter Books Generic

DENSE 0.975 ± 0.029 0.954 ± 0.052 0.824 ± 0.049
LSTM + Dense 0.824 ± 0.016 0.943 ± 0.051 0.677 ± 0.062

BILSTM (Senti-Sequence) 0.990 ± 0.024 0.963 ± 0.068 0.990 ± 0.030

In Figures 4–6, ROC curves for the performance attained by all the methods under
evaluation across 10 runs are shown. Additionally, in each figure, a darker blue line denotes
the maximum performance, the red line is the average, the lowest light-blue line is the
minimum, and the shaded area represents the average curve ±σ (one standard deviation).
In terms of the average performance classifier over the Twitter dataset, the three methods
achieve comparable results. Nevertheless, when observing the average curves for the other
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two datasets, the pattern abruptly changes. That is, Senti-Sequence maintains a similar
behavior with an average performance quite close to the perfect classification, but the other
two methods approach closely to the nondiscrimination line in all their curves. This is
particularly noticeable for the Books dataset in Figures 4c and 5c.

(a) (b) (c)

Figure 4. ROC curves for 10 runs of the DENSE model over each dataset. Curves in blue denote the
maximum performance, red denotes the average, and dotted blue denotes the minimum performance.
(a) IMDB dataset. (b) Twitter dataset. (c) Books generic dataset.

(a) (b) (c)

Figure 5. ROC curves for 10 runs of the LSTM + Dense model over each dataset. Curves in
blue denote the maximum performance, red denotes the average, and dotted blue denotes the
minimum performance. (a) IMDB dataset. (b) Twitter dataset. (c) Books generic dataset.

(a) (b) (c)

Figure 6. ROC curves for 10 runs of Senti-Sequence over each dataset. Curves in blue denote the
maximum performance, red denotes the average, and dotted blue denotes the minimum performance.
(a) IMDB dataset. (b) Twitter dataset. (c) Books generic dataset.
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In Table 7, we observe the proposed method compared with recent works in the
subject over the IMDB, Twitter, and Books generic datasets. We can see that the proposed
model outperforms different types of models, including models that were state of the art in
this classification.

Table 7. Comparison of accuracy results in multiple papers with IMDB, Twitter, and Books
generic datasets. The bold numbers indicate the best values attained over each dataset.

Model IMDB Twitter Books Generic

NB-weighted-BON + dv-cosine [11] 0.974 0.730 0.481

GraphStar [46] 0.960 0.960 0.650

L MIXED [47] 0.956 0.896 0.810

XLNet [48] 0.924 0.834 0.839

Senti-Sequence 0.990 0.963 0.990

6. Discussion

The three datasets employed differ in the number of average words per document and
the number of documents. Books and IMDB datasets contain much larger documents in
comparison to the Twitter dataset, as depicted in Table 2. All methods under evaluation
decrease their performance on the Books dataset. This could be explained by the less
amount of training data available plus the larger extension of the documents which also
shows a greater variation in the polarity of the contained words. Nevertheless, it seems
interesting that Senti-Sequence did not follow this pattern. In fact, the dataset having
shorter documents presented more challenges to the correct classification of the method.
However, the proposal attained the best F1 score. This suggests that Senti-Sequence is more
sensitive to very short texts and also that it does not need very large collections.

It is noteworthy that in the case where the documents were larger, as in IMDB and
Books, Senti-Sequence outperforms the other models. An identical behavior is observed
when analyzing the performance over the Twitter dataset which contains shorter documents.
This suggests that the proposed method has a high and stable performance under short
and long temporal dependencies in texts for sentiment classification. This may be due to
the fact that the resulting vector formed by 0, 1, and −1 better simplifies the contribution
of each word’s polarity to capture the overall polarity in texts, contrasting with more
complex word representations originally proposed for content classification. Additionally,
the nonlinear mapping of the polarity of each word to a continuous value by using all
of its surrounding scores eases the final discrimination task of the network. This claim
is supported by the fact that no improvement is achieved when a recurrent architecture
is added to a feed-forward network, but when we use a bidirectional recurrent model
instead, that maps each binary polarity considering all the surrounding polarities within
the document, a noticeable increase in performance is consistently observed.

In summary, Senti-Sequence performs well over short and long text collections, with-
out needing large amounts of text data. The experimental results suggest that the nonlinear
mapping strategy enabled by a bidirectional recurrent model over word polarities is able to
capture the overall sentiment of a text document expressed as a binary value. An important
part of this mechanism relies on the accurate polarity prediction made by a Support Vector
Machine model trained over rich word embedding collections such as ConceptNet.

7. Conclusions and Future Work

Sentiment analysis in user-written documents is a challenging task. This task is
paramount to understanding unstructured text content generated by users in different
domains, such as shopping, entertainment platforms, and social networks. Most current
approaches deal with classic representations of the data, thus not capturing the complexity
of the statements made in the comments.
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In this work, we propose a novel representation that performs well with different
models and lengths of documents. The approach consists of creating a new sentiment-aware
document representation based on the output of a binary classifier that labels the polarity of
each word in the document. Our approach attains a very high and consistent performance
in the experiments, which is also observed when comparing it against state-of-the-art
solutions over one of the employed datasets. We identified that a potential shortcoming of
this approach could be its performance over text documents having labels in categories
with more than two values.

We plan to continue working on the algorithm for the multiclass scenario. In this
setting, we want to study the integration of attention mechanisms to limit the effect of
surrounding words in the nonlinear polarity mapping in addition to its utility to weigh the
effect of each word’s polarity to the overall sentiment score. Finally, we also believe that
adding explainability to the predictions must also be an important future goal to this work.
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