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Abstract: Quantum technologies promise major advances in different areas. From computation to
sensing or telecommunications, quantum implementations could bring significant improvements
to these fields, arousing the interest of researchers, companies, and governments. In particular, the
deployment of Quantum Key Distribution (QKD) networks, which enable the secure dissemination of
cryptographic keys to remote application entities following Quantum Mechanics Principles, appears
to be one of the most attractive and relevant use cases. Quantum devices and equipment are still in a
development phase, making their availability low and their price high, hindering the deployment
of physical QKD networks and, therefore, the research and experimentation activities related to
this field. In this context, this paper focuses on providing research stakeholders with an open-
access testbed where it is feasible to emulate the deployment of QKD networks, thus enabling the
execution of experiments and trials, where even potential network attacks can be analyzed, without
the quantum physical equipment requirement, nor compromising the integrity of an already built
QKD network. The designed solution allows users to automatically deploy, configure, and run a
digital twin environment of a QKD network, offering cost-effectiveness and great flexibility in the
study of the integration of quantum communications in the current network infrastructures. This
solution is aligned with the European Telecommunications Standard Institute (ETSI) standardized
application interface for QKD, and is built upon open-source technologies. The feasibility of this
solution has been validated throughout several functional trials carried out in the 5G Telefónica
Open Network Innovation Centre (5TONIC), verifying the service performance in terms of speed
and discarded qubits when generating the quantum keys.

Keywords: quantum key distribution (QKD) networks; digital twin; quantum network; service
orchestration

1. Introduction

Since the development of the Quantum Theory, applied physicists and engineers have
been thinking about different ways to apply the unique features quantum objects present
to design new technologies and useful products. Nowadays, it is common, for example,
to find Non-deterministic Random Bit Generators (NRBG) in modern electronic products.
These generators use a quantum process as an entropy source to generate random bits for
critical applications, like random key generation.

Even more disruptive technologies are just around the corner. From engineering and
design to biology or medicine, quantum computing will bring significant advances in all
these fields [1,2]. However, this powerful machinery poses a threat to the security of all
networks. Currently, the information we exchange is encrypted using keys formed accord-
ing to algorithms, such as the Rivest–Shamir–Adleman (RSA) [3] or the Diffie–Hellman
(DH) [4] algorithms, which are hard to break using an ordinary computer. But, since the
late 1990s, mathematicians have been proposing quantum computing algorithms, like the
paradigmatic case of Shor’s algorithm [5], which would break the vast majority of these
classic cryptographic algorithms without too much hassle. Since quantum computers
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capable of implementing those quantum algorithms are becoming a reality, anyone with a
quantum computer powerful enough would be able to decipher all the classically protected
information exchanged by two network endpoints.

How to protect sensitive information against this new technology is not something
that has gone unnoticed by the scientific community. In fact, one of the most developed
applications of quantum technologies is Quantum Key Distribution (QKD), where the
security level of the communication between two nodes is based on general principles
of Quantum Physics and, therefore, it does not depend on any computational assump-
tions. If the day when Quantum Computation is widely available comes, quantum net-
works protected by QKD will be an enabling technology to ensure the security of the
information exchanged.

The first prototypes of QKD networks are already being built around the world [6–8],
and thanks to advances in detectors, transmitters, and measurement protocols, results are
being achieved that break previous QKD speed and distance records [9–11]. However,
quantum devices and equipment are still under development, making their availability
low and their price high, hindering the deployment of physical QKD networks, and thus
slowing down the process of protecting the information exchanged in our networks from
new and powerful attacks.

Given that QKD is a key technology to be developed in an era of paradigm shifts and
that not everyone has current access to a physical QKD network, or cannot risk the network
for the sake of experimentation, this paper presents a solution that automatically deploys
a digital twin of a QKD network with any desired topology. The solution offers a service
that allows automatic build and distribution of QKD nodes in virtual machines or physical
devices, thanks to the implementation of Network Functions Virtualization (NFV) tech-
nologies. We use a quantum channel emulator which can be executed in these QKD nodes.
With this, we can flexibly deploy emulated QKD nodes at different locations, a feature that,
to the authors knowledge, is not available in existing state-of-the-art quantum emulation
tools. This service relies solely on open-source technologies and is publicly available in [12]
to ensure that any researcher interested in this field can carry out experiments and tests
in order to develop QKD network technology without the requisite of having access to,
or compromising, the machinery of a physical QKD network. The presented solution has
been validated with several tests conducted in the 5G Telefónica Open Network Innovation
Centre (5TONIC), an advanced research and innovation laboratory founded by Telefónica
and IMDEA Networks. These tests show that the service can deploy, configure, and run an
8-node QKD network in approximately 7 min, demonstrating the suitability of the platform
to agilely perform research and experimentation activities on moderately complex QKD
environments without incurring the capital and operational expenditures of a physical
QKD ecosystem.

This document is structured as follows. Section 2 gives some background on the
context of the developed service, reviewing basic concepts about QKD and describing the
state-of-the-art in topics related to the service presented. In particular, it discusses digital
twins, the difference between bits and qubits, reviews the main ideas of QKD and some of
the standards already published on QKD networks, and gives a brief introduction to NFV
technologies. Later, the design, functioning, and capabilities of the service are explained in
Section 3. Technical and precise details about the software implementation are provided
in Section 4. Section 5 presents the validation and performance evaluation results of the
service. Lastly, Section 6 outlines the conclusions and future lines of our work.

2. Background

Simulated and virtualized models have been proving their worth for decades. NASA
has been simulating its space machinery for more than 50 years, successfully finding
solutions through the simulation of different scenarios, for example, to the explosion of an
oxygen tank on Apollo 13 shortly after its launch. This kind of technology is considered to
be the precursor of digital twins.
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A digital twin is a virtual, (i.e., softwarized) replica of a physical object, which accu-
rately models its complex behavior without necessarily having to interact with it. It may be
used to resemble a physical entity, enabling testing and experimentation with technologies
of interest without the requisite of having access to, or compromising, the machinery of
the physical entity. This is the same digital twin approach followed in [13,14], for example.
Having a virtual copy of the subject matter offers many advantages, such as allowing
the simulation of several scenarios without having to physically build them, providing
major flexibility and cost-effectiveness, or assisting in the prediction of problems of its
physical twin, which allows for staying one step ahead in resolving errors in the physical
entity [15,16].

Nowadays, digital twin technology can be found in many different fields: from
manufacturing or aviation to retail, healthcare, or smart homes and cities [16,17]. In the
networking field, digital twin technology also offers interesting benefits that are now
beginning to be exploited. For instance, modern networks are constantly growing either
in complexity, size, number of connections, or traffic, making them difficult to support.
Using digital twins, and leveraging NFV orchestration tools, the performance of large
infrastructures can be estimated quickly and accurately, allowing the anticipation of when
an existing network will run out of resources based on a given growth [14].

Since QKD networks are currently not easy to build, but are a particularly attractive
technological element to develop, a QKD digital twin environment may offer a powerful
solution, enabling experimentation in this field without the need to have access to real
quantum infrastructures. Thus, the features discussed above, including flexibility and
scalability, open a door to interesting and novel studies such as the integration of quantum
communications in the current network infrastructures, as it can be potentially incorporated
into larger experiments on this issue.

Building a digital twin requires a deep knowledge of the physical object to virtualize.
Here, some basic concepts about QKD, along with the state-of-the-art of quantum networks
are reviewed. Also, a look at quantum network simulators is taken, as it will be an essential
part of virtualizing the QKD network. Lastly, a brief outline of NFV orchestration is stated.

2.1. Bits and Qubits

Unlike classical communication, where information is presented in the form of binary
units called bits, which can be either in state 0 or 1, quantum information relies on quantum
bits or qubits.

Qubits, as well as every quantum object, exhibit characteristics that have no equivalent
in the classical world. The state of a qubit can be a combination (superposition) of the
two classical states of a bit, 0 and 1. Moreover, the mere observation (measurement) of
the state of a qubit disturbs it irreparably. Therefore, if a qubit is in a superposition state
and is measured, it will collapse in one of the measurement basis states, with probabilities
that depend on the original state. After the measurement, the initial state of the qubit is
destroyed. Note that, if the initial state of the qubit corresponds to one of the measurement
basis states, the result of the measurement can only be that state. The standard basis for
qubits is the one whose states are the classical states of the bits, 0 and 1, but there is an
infinite number of measurement bases that can be chosen depending on the situation.

Another relevant characteristic of qubits is that, unlike classical bits, it is not possible
to copy an unknown qubit state while keeping the original intact, as the no-cloning theorem
states [18].

Last but not least, qubits also experience the phenomena of entanglement. Entangle-
ment is a unique quantum feature that implies the existence of global states of composite
systems which cannot be written as a product of the states of individual subsystems [19].
This means that two entangled qubits cannot be treated as individual entities: whatever
happens to one of them will inevitably have repercussions on the other. For example, if
one of the qubits of the entangled pair is measured, it will break the entanglement and the
state of the other will collapse as well, no matter how far apart they are, or how much time
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has passed since the start of the entanglement. There are ways to test the entanglement
between qubits. For example, a CHSH test can be performed [20].

2.2. Basics of QKD

QKD is a cryptography scheme that allows the exchange of secret keys exploiting the
quantum features of the qubits, basing its security solely on general principles of Quantum
Physics, and not on computational assumptions like most current cryptography schemes.

The measurement principle makes it virtually impossible for an unwanted party to
intercept the information encoded in a sequence of qubits without being detected, since
to obtain the information it will have to measure the qubits, thus destroying the original
states. To understand the implications of the no-cloning theorem let us think on how easy it
is to copy a sequence of bits: anyone who can intercept the bits and read them can produce
an exact copy of that sequence and forward one of the copies to the genuine receiver
(a man-in-the-middle attack). In contrast, the no-cloning theorem guarantees that copies of
the state of a qubit cannot be created without destroying the original state [18]. Entangle-
ment also protects the information encoded in qubits against eavesdroppers, since when
one of the qubits of the entangled pair is measured, the entanglement is broken and, as we
have discussed above, there are ways to test the entanglement between qubits.

Many QKD protocols, which describe the following steps to share a quantum key
securely, have been proposed since the 1980s [21]. For historical reasons, a review of two of
the first proposed protocols is presented.

• BB84 protocol: it was the first developed QKD algorithm, proposed by Charles Bennet
and Gilles Brassard in 1984 [22]. In BB84, two quantum nodes, let us say, Alice and
Bob, exchange a key following some steps. First, Alice encodes each bit of the key on
the state of a qubit, randomly choosing between two bases in which she prepares the
qubit and then sends it to Bob. When Bob receives the qubits, he measures them in one
of the two bases Alice used, obtaining a deterministic measure if the basis is the same
as the qubit was prepared in, and a probabilistic measure if he chooses the other basis.
Then, they share classical information about the bases they used and only keep those
measurements where their choice of basis was the same, i.e., those in which they are
sure to have obtained the same values. Additionally, they perform an error detection
check by sharing a subset of the final bits to identify possible eavesdroppers.

• E91 protocol: being proposed by Artur Ekert in 1991 [23], the E91 protocol was the
first algorithm to exploit the phenomena of quantum entanglement. In this algorithm,
both nodes exchange Bell pairs, i.e., maximally entangled states, and measure them
on a randomly selected basis among a set of three bases. The basis sets of Alice and
Bob differ on one basis, and they are specifically chosen to allow them to perform a
CHSH test and verify if an unwanted party was eavesdropping on the communication
(note that if the test is not passed, someone might be measuring the qubits and,
therefore, breaking the entanglement). After the measurement of all the entangled
pairs, they share the basis used to measure each qubit and keep only the bits from
the measurements where the same basis was used, which again implies that the
measurement will be the same in both nodes. Around 7/9 of the exchanged qubits are
typically discarded due to the construction of the algorithm itself: there are 9 possible
basis combinations and only in 2 of them do Alice and Bob choose the same basis. The
discarded qubits are used to perform a CHSH test.

2.3. QKD Networks

Although QKD networks, and quantum networks in general, are still in an early devel-
opment phase due to the relatively new appearance of equipment that supports them, they
are expected to be an important advance that significant organizations, such as European
Telecommunications Standard Institute (ETSI) or Internet Engineering Task Force (IETF),
have created specific committees [24,25] to develop standards that can serve as a framework
to build future quantum networks. Several documents of this nature have already been



Appl. Sci. 2024, 14, 1018 5 of 24

published in the last years, like the Architectural Principles for a Quantum Internet RFC
9340 [26] by the IETF. These documents also include specifications on Application Program-
ming Interfaces (APIs) for QKD nodes [27,28], use cases for the Quantum Internet [29], or
descriptions of the main communication resources involved in QKD systems [30].

Apart from these standards, there are also several research lines where quantum
network layered architecture is being developed. For example, in [31], the authors explore
how QKD networks could be deployed in next-generation infrastructures, proposing an
architecture for a Software-Defined QKD Network Node. There are also several surveys on
QKD networks deploying techniques and practical implementation, which provide reviews
of the different layered descriptions of QKD networks used [32,33]. However, there is still
not a widely accepted model for a quantum network architecture.

A description of the main components of a QKD network node can be found in the
ETSI GS QKD 004 Quantum Key Distribution (QKD) Application Interface document [27],
along with an example of two sites in a QKD network, shown in Figure 1.

Figure 1. General example of two sites in a QKD network by ETSI [27].

In the scheme that can be seen in Figure 1, there is an upper layer corresponding to
the client applications. Underneath, there is a component named a QKD module, marked
with a dashed line in the same figure, which can communicate with the application layer
through a QKD API defined in the same document [27]. The QKD module of each site
is formed by a QKD Key Manager Peer in charge of managing the keys produced in the
lower layer, the Quantum components layer of the node. This last layer is where the QKD
protocol for forming quantum keys is implemented.

2.4. Quantum Network Simulators

A fundamental component of the service will be the quantum network emulator used
to build the quantum channels in the virtual QKD network. There is a variety of quantum
network simulators and emulators that allow simulating the transmission and operation
of qubits between two nodes [34]. The choice of the simulator or emulator to be used is a
fundamental part of the development of the service, as some features of the QKD network
digital twin will depend on which software solution is used.

One of our design criteria was to build the service as open-source software, making it
available to the research community, network engineers, and stakeholders working in the
field of quantum networks and QKD. Flexibility was also a fundamental requirement, that
is, the service must be able to deploy digital twins of moderately complex QKD networks,
built by multiple QKD nodes and quantum links. Moreover, deployments should be
realized within a reduced time frame, requiring minimal intervention from the user, who
should only provide the details of the QKD network to be deployed as a digital twin. The
digital twin must in turn resemble as much as possible the real QKD network, and as no real
network runs locally on a single device, a simulator that offers the possibility of distributing
the network nodes among different machines is needed. To ease the implementation or
elimination of different functionalities, a modular design is sought, which allows working
on different components of the digital twin independently.
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In the following, we present a brief review of the quantum simulators and emulators
that have been studied for the development of the service:

• SeQueNCe is a photonic network simulator implemented in Python, where a
metropolitan-scale quantum network was successfully modelled using single photon
simulations [35]. It is divided into five modules, from the hardware to the application
layer, with cross-module communication. This simulator allows the modification
of many classical and quantum parameters, from the attenuation and the delay in-
troduced by the channels to the fidelity of entanglement between two qubits, or
the efficiency of the single-photon detectors. It also includes an implementation of
quantum memories and several entanglement-related protocols [35].

• QuNetSim is a Python simulator designed to model the network layer and above
instead of focusing on the simulation of the physical properties of quantum net-
works [36]. It includes many existing basic protocols as a toolbox to make easier the
development of more complex protocols. It can process both classical and quantum
information and uses a network layering model based on the Internet architectural
model, with three layers: application, transport, and network [36].

• NetSquid is a modular simulator available as a Python package. It allows modelling
different physical quantum devices that can appear in a quantum network, as quantum
memories [37]. Users can choose between a detailed description of the quantum
states using wave functions or density matrices, or a simplified version using the
stabiliser formalism. It can support the simulation of large-scale networks thanks to
its computation engine, which can manage multiple qubits simultaneously [37].

• The Parallel Simulation Framework is an optimized parallel simulator, proved
to be nine times faster than a sequential simulator in an experiment involving a
64-node QKD network [38]. It has two different layers, the upper one corresponds
to the modelled hardware and protocols, and the lower layer consists of the kernel
responsible for the parallel discrete event simulation. It only implements the BB84
protocol but can be expanded to other schemes [38].

• SimulaQron is a Python emulator with a modular design, that allows running the
different quantum network nodes on different physical or virtual machines. By emulat-
ing quantum and classical channels, it enables the execution of quantum applications
between remote devices, managing the operations and state of the qubits [39]. It
implements its own protocol, the CQC protocol [39], to achieve the communication
between applications and physical quantum equipment (either real or emulated by
SimulaQron itself). Although it has been mainly developed in Python, it can be pro-
grammed using any language capable of connecting to the CQC server backend using
a TCP connection and sending packets in the required form [39].

Table 1 presents a comparison of the considered quantum network simulators and
emulators. Each column takes into account one of the sought features discussed previously:
the possibility of distributing the nodes of the QKD network in order to resemble a real
network as much as possible, and the modularity to facilitate the independent development
of features in different components of the network. The last column, called “Simulation
environment”, refers to the programming language used to write the quantum applications
that can be run on each solution. N/A in this last column means that the authors did not
specify the programming language of their tool.
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Table 1. Comparison of the different quantum network simulators considered [34].

Simulator Publicly Available Distributed Nodes Modularity Simulation Environment
SeQueNCe Yes (open source) Not allowed High Python
QuNetSim Yes (open source) Not allowed Low Python
NetSquid Yes (upon registration) Not allowed High Python

Parallel Simulation Framework No Not allowed Low N/A
SimulaQron Yes (open source) Allowed High Python

Although each of them has unique strengths and constraints, the publicly available
emulator SimulaQron was chosen for our implementation since, to the authors’ knowledge,
it is the only one that allows implementing a quantum application on separate network
nodes, emulating realistic quantum communications between these nodes. In addition,
SimulaQron presents a modular design that eases implementation aspects and offers com-
prehensive Python implementation of quantum operations that facilitates the development
of quantum applications.

2.5. Service Orchestration

The advent of the fifth generation of mobile networks, 5G, has brought profound
advancements in delivering value-added services to end-users. Beyond defining a new
radio access network architecture, aimed at enhancing the overall performance of end-user
communications, 5G has introduced novel technological paradigms and business models
to meet the stringent performance requirements demanded by 5G services. In particular,
softwarization and virtualization [40] play a pivotal role in 5G, facilitating the swift deploy-
ment of complex services as a composition of individual software components. These may
be executed in virtual machines or lightweight virtualization containers [41], which may
strategically be deployed close to end users leveraging cloud and edge infrastructures of
service providers. This way, service delivery can be enhanced from an end-user perspective,
e.g., in terms of perceived latency and content transmission rates, while reducing capital
and operating expenditures. Still, it is important to note that this approach for service
delivery requires specific control procedures, which are able to manage and orchestrate the
deployment and the proper configuration of the software components of every service at
their respective locations.

Service management and orchestration has received intense attention from the re-
search community and standards-developing organizations. In this respect, the ETSI has
led the definition of the NFV technology [42]. ETSI NFV provides a reference framework
to support the automated deployment of telecommunication and industry-specific ser-
vices on cloud and edge facilities, referred to as NFV infrastructures. These research and
standardization efforts have resulted in numerous open-source solutions that have been
used in different contexts to provide an operational implementation of the ETSI NFV
reference architecture. Well-known examples of these solutions are Open Source MANO
(OSM) [43], Cloudify [44], and OpenStack [45]. More recently, the open-source community
has started to consider the integration of cloud-native solutions, such as Kubernetes [46],
into the ETSI NFV framework. The cloud-native paradigm enables novel approaches for
service development and deployment, decomposing a service into smaller units that inter-
operate, known as microservices [47], and executing microservices in portable, lightweight
virtualization containers.

The design of our solution is inspired on ETSI NFV management and orchestration
principles. The user describes a QKD network as an NFV service, that is, as a composition
of interconnected QKD nodes. Our digital twin solution incorporates, as will be covered in
the following sections, state-of-the-art technologies and open-source NFV tools, in order to
support the automatic deployments of QKD network digital twins.
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3. Functional Overview

One of the main properties we pursue in the development of the QKD network
digital twin service is that the architecture of the digital twin environment follows cur-
rent standards. Specifically, we focus on those that present a general definition of QKD
node components and define an API between applications and the QKD module of a
node [27,28]. In addition, we require the ability to distribute the network nodes among
different machines, as discussed in the Section 2.4, and we also look for the convenience of
automatic deployment of the desired QKD network, allowing the use of an existing NFV
orchestration tool.

In our service, for each QKD node, the user may indicate specific configuration
parameters, including the ETSI APIs and the QKD protocol that must be supported. With
this, our solution provides a management and orchestration service, handling the complete
lifecycle (creation, configuration, and termination) of a digital twin of the QKD network.
The digital twin implements each QKD node in the software, enabling its execution in a
virtual machine or a virtualization container. We use an emulator to support quantum
links between QKD nodes and qubit operations, such as creating and exchanging Bell
pairs. The management and orchestration service handles the deployment of the digital
twin of the QKD network, as a composition of virtualized QKD nodes. Moreover, QKD
nodes may be placed at different locations at the discretion of the user. To this purpose, our
solution can leverage ETSI NFV-compliant cloud and edge infrastructures, (e.g., based on
OpenStack), if available. Alternatively, it may set up the digital twin of the QKD network
using physical or virtual machines, or virtualization containers pre-provisioned by the user.
After the deployment process, user applications can access the different QKD nodes to
retrieve cryptographic key material, using their respective ETSI standard interfaces.

As can be deduced from the above discussion, in the developed QKD network digital
twins service, there are three important roles: the digital twin orchestrator, the QKD
network nodes, and the QKD network clients.

3.1. QKD Network Digital Twin Orchestrator

The QKD network digital twin orchestrator is responsible for deploying, configuring,
and terminating any desired QKD network digital twin defined by the user of the service.
As can be seen in Figure 2, a total of three steps must be completed to achieve this.

Figure 2. Outline of how the QKD network digital twin orchestrator service works. The numbers
indicate the order in which the steps are carried out.

1. The service user must describe the desired QKD network and deliver this description
to the orchestrator. In particular, this document has to include parameters such as
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the name and neighbors of each node, the ETSI API to be used, or the QKD protocol
emulated when forming the quantum keys.

2. Once the digital twin orchestrator has the QKD network description, it communicates
with the available physical infrastructure to instantiate the nodes comprising the
digital twin of the desired QKD network. At this point, there are two possible
scenarios. In the first case, the user provides the orchestrator with a set of pre-
deployed machines (real, virtual, or virtualization containers) where he wants the
digital twin of the QKD network to be deployed. If this is not the case, the ETSI NFV-
compliant cloud and edge infrastructures (e.g., OpenStack-based) must be accessible
to the orchestrator for it to automatically build the digital twin of the QKD network
using standardized mechanisms to request the deployment of the virtual machines or
virtualization containers needed to run the different QKD network nodes.

3. Lastly, the orchestrator installs the required software in order to emulate the complete
behavior of the QKD nodes, including that which enables communication based on
the ETSI API chosen by the user. In this last step, the orchestrator configures the
digital twin and initializes the software that emulates the quantum channels and the
QKD protocol used to form the quantum keys.

Once these processes have been successfully completed, the QKD network starts
operating and is available for any client application.

3.2. QKD Network Nodes

The main components of a QKD network are the QKD nodes. To achieve the correct
functioning of all QKD network features, the architecture and components of the QKD
nodes must be the appropriate ones.

As discussed in Section 2.3, there is still not a widespread layered architecture for QKD
networks as in classical communications; however, there are several research lines where
this is being developed [31–33]. The most common element in the proposed architectures
is a Key Manager, an element that is also present in classical key distribution systems. To
guide our service, we assume a basic functional architecture, built upon the QKD network
site scheme from ETSI [27], thus aligning the service with current standards. The functional
architecture of the QKD network digital twin sites can be seen in Figure 3. The same
colour code as in Figure 1 is followed, which helps to compare the standard model with
our design.

The top layer of a site, as in the ETSI scheme, corresponds to the application layer. It
can communicate with the matching layer in other network sites by classical processes, and
with the QKD module of its site through the QKD network client component where the
QKD API is implemented. Below this top layer is located what we call the QKD module
of the site, similar to the ETSI scheme, where the QKD API is also implemented, enabling
applications to communicate with the module. The QKD API has been developed following
the ETSI standardized API described in [27].

Within the QKD module, there are three layers that correspond to the QKD Key
Manager Peer component in the ETSI scheme. The upper layer, the Key Management layer
itself, is in charge of managing the different key streams and delivering the keys to the
corresponding applications. Then, the Key Synchronization layer, ensures the keys for
each key stream are exchanged in a synchronized way in all sites. Lastly, the Quantum
Backend layer is responsible for communicating with the actual quantum equipment to
trigger different quantum operations (e.g., creating a local qubit, creating a Bell pair shared
with another node, or applying an operation to a qubit). The bottom layer of the QKD
module corresponds to the quantum components. In our service, the quantum behavior
and the creation of quantum keys are emulated through software.
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Figure 3. Functional architecture of the QKD network digital twin sites. Components along with
their interfaces are shown.

Components at the layers can vertically interact with components at other layers
immediately above and below them, through specifically developed APIs. They can also
communicate horizontally with components in the corresponding layers of other network
sites. Note that although in the scheme proposed in the ETSI standard [27], shown in
Figure 1, the quantum components of different sites are linked by two kinds of channel,
our design implements both using a quantum emulator which is capable of emulating
quantum and classical channels.

3.3. QKD Networks Clients

The clients of a network are the requesting party, in our case, the applications that
request keys from the QKD modules. A real example of these applications could be
routers that need to settle an encryption key or a malicious application that tries to obtain
that encryption key. The digital twin deployed by our service enables the testing of
these applications over a realistic QKD network environment, supporting research and
experimentation in this field.

In the presented service, any device with access to the digital twin of the QKD network
can potentially be a client and run applications over the QKD network environment. This
includes both external and internal QKD network devices. In order to make their requests
and receive their responses, clients must use a specific API. In the first version of this
service, the API corresponds to an implementation specifically designed based on the one
defined by ETSI GS QKD 004 [27].

3.4. Service Capabilities

In addressing shortcomings in the access and implementation of secure QKD networks,
we have developed a digital twin service that offers significant advantages. This service
allows users to construct virtual replicas of such networks by simply providing a description
of the desired deployment. Additionally, it provides a working environment aligned with
a standardized API, meaning that the emulated network adheres to the same guidelines as
a real QKD network.
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Users can address QKD-related issues without the need to access the physical infras-
tructure of a real QKD network, resulting in significant savings of resources, both in terms
of time and funds, which would otherwise be required to build a real network. Leveraging
virtualization and NFV technologies, our service can easily scale both horizontally (in
terms of the number of QKD nodes) and vertically (in terms of the processing capacity of
each QKD node). Notably, to the best of our knowledge, no other service allows for the
automatic deployment of distributed emulated QKD nodes, as is the case with the service
we are presenting.

Furthermore, the service also solves the typical problems of incompatibility of devices
from different manufacturers, i.e., it offers much more flexibility in testing diverse network
designs, as all elements communicate with the same ETSI API. The modular Python
design we have employed facilitates implementation and integration of new developments,
standards, protocols, and more.

Our approach not only enables the emulation of QKD nodes but also opens up multiple
possibilities regarding its utilization. These include but are not limited to conducting
research into securing novel Internet applications through QKD, testing new protocols and
APIs for the development of standards in the QKD domain, experimenting with large multi-
operator QKD networks in a realistic manner, and working on integrating independent
islands of QKD nodes offered by different service providers.

4. Implementation

To achieve the full functioning of the roles discussed in Section 3, three main software
components have been developed [12]: an orchestrator application to manage the life cycle
of the QKD network digital twins, and two Python packages, one for the QKD network
modules and other for the QKD network clients, where the QKD API functions are defined
to ease the development of applications. This section gives an overview of the most relevant
implementation details of each of them.

4.1. QKD Network Digital Twin Orchestrator Application

The QKD network digital twin orchestrator application allows the user to deploy,
configure, and start a QKD network digital twin with any desired topology. The input
of the application is two documents. The first, referred to as the configuration document,
describes the desired QKD network in terms of its comprising nodes. Specifically, the
document includes the names that identify each node and indicates how the nodes are
connected (i.e., it includes the list of nodes, or neighbors, to which each node is connected).
In addition, the configuration document includes information about the standardized QKD
API to be used (in the case of the first version it should be ETSI GS QKD 004 [27]), and
the QKD protocol to form the quantum keys. The current implementation of the service
supports a variant of the E91 protocol, as it represents a complex example of QKD protocol
with quantum capabilities, such as entanglement management. The second document is
the inventory document, and it serves to set relevant parameters to enable the configuration
of the nodes from the orchestrator. These parameters include the IP addresses of the nodes,
the runtime environment for the software on which the configuration of the nodes is based
(i.e., Python 3 and pip, the package manager for Python), and the login credentials of the
nodes to access them. Both documents are based on the YAML format, which is a type of
file very common when using management and orchestration (MANO) solutions such as
OSM or Kubernetes.

When deploying a digital twin of a QKD network using our service, two scenarios
arise, where the user has or does not have the necessary machines pre-deployed.

On the one hand, we consider a scenario where the user has a pool of running machines
on which to emulate the implementation of a QKD network. In this case, those machines
must be accessible to the orchestrator of our service, and be compliant with the service
requirements. In addition, the user must include the IP addresses and the credentials
of the machines in the inventory file so that the orchestrator can connect to them. Then,
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the orchestrator will configure the QKD network digital twin, downloading the required
software in the machines, and connecting through emulated quantum and classical channels
the QKD nodes that the user had described as neighbors in the configuration documents.

On the other hand, if the user does not have a pre-deployed accessible machines pool,
the orchestrator can deal with the deployment of the machines that will play the role of the
nodes of the emulated QKD network. In this case, the orchestrator still needs an inventory
file, although the IP address parameter will be completed by the orchestrator once the
machines are deployed. When executing the orchestrator, along with the two YAML files,
the user will need to include the “osm” execution parameter. This parameter allows the
orchestrator to identify that it is necessary to carry out the deployment of the QKD network
machines and that their deployment is intended to be done by using the ETSI NFV MANO
solution (i.e., OSM). As commented in previous sections, our orchestrator is designed to be
able to use compliant ETSI NFV infrastructures to instantiate the required virtual machines
to build the desired QKD network digital twin. In this context, any Virtual Infrastructure
Manager (VIM) supported by OSM (e.g., the widely used tool OpenStack) can be utilized.
Although in this first version the QKD nodes are packed in virtual machines, since OSM
also support solutions such as Kubernetes, future versions of the service will be able to
make use of containers. To specify the intended VIM where we carry out the deployment,
the orchestrator provides an additional execution parameter defined as “vim_account”.
As well as in the case where the user has a pre-deployed machine pool, once the virtual
machines are deployed, the orchestrator connects to them to configure and install the
required software.

In any of both scenarios presented above, once the machines are ready, the orchestrator
leverages Ansible (through the Ansible python API) [48] to configure and start the QKD
network nodes. Ansible is a widespread tool in the field of task automation since it allows
the execution of tasks in remote hosts without having to deal with the specific configuration
details of each system. It should be noted that Ansible performs configuration tasks in
parallel in all the machines, so that the machines are configured simultaneously. To this,
Ansible assigns a configuration process to each of the machines to be configured. However,
the default number of parallel processes Ansible supports is five [49]; which implies that
if there are five machines, the configuration tasks will take the same time as if there were
one; but if there are six machines, the task will take twice as long, since in that case
two rounds of parallel tasks have to be executed. Using Ansible, the orchestrator will
download the required software in the machines, including Python and the pip package
if the machines were not pre-deployed, along with the QKD Node package that contains
the quantum emulator SimulaQron, and that is capable of communicating with client
applications through the developed QKD API. Then, the orchestrator will start the QKD
network digital twin by connecting through emulated quantum and classical channels the
QKD nodes that the user had described as neighbors in the configuration document.

From this point on, the QKD network environment is operational and applications
can run over it.

Both scenarios described in this section can be found in Figure 4. On the left side of
the figure, the scenario in which the user has a pre-deployed machine pool is shown. On
the right side, there is the case in which the OSM is used to deploy the needed machines.
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Figure 4. Left, steps followed by the QKD Network Digital Twin orchestrator application when a
pre-deployed machines pool exists. Right, steps followed when the OSM is used to deploy the QKD
network machines.

4.2. QKD Module Software

As discussed in Section 3.2, the implemented QKD network module is structured
into different layers that communicate with one another via a specifically designed API.
The upper layer of the QKD node and the client applications communicate with each
other through the QKD API, designed and implemented for this purpose, and aligned
with the ETSI API described in [27]. Within the QKD module, the other two specific APIs
are implemented and used between the layers that form the QKD Key Manager Peer of
different nodes. Lastly, the bottom layer emulates the quantum components of the node that
enable the creation of quantum keys and uses the protocol implemented in the emulator
itself to communicate with the layer above it and with the matching layers in other nodes.

The Python package developed for the QKD network module follows the architecture
shown in Figure 5 and is the main component of the system. It runs all the functional layers
on the node described in Section 3.2.

From top to bottom, the QKD module package is structured as follows.
The upper layer of the QKD module, the Key Management layer, is formed by three

software components. First, a Key Management application asynchronous interface is
included, where the three functions defined by ETSI QKD 004 [27] are implemented
using gRPC [50], a modern open source solution used to connect multiple services in an
environment. This is the element that enables the communication between the QKD module
and the client applications. The implemented API enables three methods of execution,
corresponding to the three functions defined in [27]:

• open_connect: This instruction indicates that a new stream of QKD-generated keys
must be created with another node. To call this method, information about the
applications that will access nodes involved in the new stream and other parameters,
such as the lifetime of the keys, must be included. Once this method has been executed,
a Key Stream ID (KSID), which can be used by the application to identify the key
stream in subsequent calls to other methods, is generated. After calling this method
on both nodes, the nodes start to continuously exchange and buffer keys for this
key stream.

• get_key: This method is used to retrieve a key from a particular key stream identified
by its KSID. If no new key is available yet, an error code is returned. This method
additionally allows the user to optionally send an “index” parameter to specify the
key in the key stream it wants to retrieve for synchronization purposes.
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• close: This instruction closes and frees a particular key stream identified by its KSID.

Figure 5. Overview of the software architecture of a quantum node. Layers can be identified by
sections and colours.

Beware this is just a quick and simplified overview of the interface. For the complete
picture and details, please refer to the specification document [27].

Below this interface, the Key Manager itself is found. It is responsible for managing
key flows, i.e., it is the element that receives requests from applications and performs
actions based on these requests, including the delivery of the requested keys to the appli-
cations. Lastly, a component named the Key Management inter-management application
asynchronous interface is added to enable communication between Key Managers of
different sites.

The next layer in the designed architecture of the QKD module is the Key Synchroniza-
tion layer. This layer counts with a principal component named Key Synchronization tasks
that ensures, while it may appear redundant, the proper synchronization in the key forma-
tion and delivery processes. This can be achieved because the quantum emulator assigns
an identifier to each qubit, allowing it to pinpoint precisely each of them and easing the
synchronization inside the QKD module. The other component of the Key Synchronization
layer is the Key Synchronization asynchronous interface which, as well as in the case of the
Key Manager layer, enables the horizontal communication between Key Synchronization
layers of different sites, a crucial feature in order to settle cryptographic quantum keys
between two sites of a network.

Underneath the Key Synchronization layer, the Quantum Backend layer is formed by
two other components. The first one, the QKD dispatcher, is responsible for choosing the
thread in which the QKD protocol for a specific key will run. This means that the QKD
module can simultaneously create several quantum keys, depending on the characteristics
of the machine on which the module is located. Below the QKD dispatcher is an element
called SimulaQron mux-demux that adds a layer between the quantum emulator and
the other components to perform a little information processing and send it properly
to the quantum emulator. It also helps to manage the various threads produced by the
QKD dispatcher.
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Lastly, the emulated quantum component layer has as many components as there are
QKD links on the site. For each QKD link, we use the quantum emulator SimulaQron to
create the required keys following a QKD protocol. In the first version of the service, a
variant of the E91 protocol is implemented to form the quantum keys. It is worth noting
that SimulaQron allows emulating quantum and classical channels, necessary to complete
QKD protocols between different machines, as well as performing local operations on
qubits and managing the entanglement of qubits in different machines. This allows the
creation of distributed QKD modules, making the digital twin environment much more
similar to a real QKD network.

Two other components, which do not correspond to a specific layer, are also imple-
mented. The first one is an Internal Database, which stores information related to the key
streams and their buffered keys, such as the destination and the source of the streams,
the KSID, or the sizes of the keys. It also notifies other components when a free space is
left in the buffer. Both the Key Manager layer and the Key Synchronization layer have
access to this database to correctly perform their corresponding tasks. The last component
implemented in the QKD module is a SimulaQron configurator, which uses the SimulaQron
API to transparently create a QKD network from the provisioning file and start tracking
its execution.

All these components that form the QKD modules have been implemented in a single
Python package that can be freely installed. In principle, the user of the service does not
need to worry about the functioning of this package, since to write his or her applications
and perform experiments over the QKD network digital twin environment, a QKD network
client package has been developed specifically for this purpose, with the aim of making the
service as accessible as possible.

4.3. QKD Network Client

In order to write their applications and deliver them to the QKD network digital twin,
users must use a specific API, in the first version of the service, the one defined by ETSI GS
QKD 004 standard [27].

To facilitate the creation of applications and to make it as user friendly as possible to
conduct experiments on our QKD network environment, a QKD Network client package
has been developed. In this package, the three executing methods that the implemented
API supports have been defined; therefore, to write a Python application that makes use of
the QKD network digital twin, the user may install and import this package, thus being able
to easily call the three execution methods discussed in the previous section: open_connect,
get_key, and close.

5. Validation and Results

Three different kinds of experiments have been conducted to validate the developed
solution. All tests have been carried out in the 5G Telefónica Open Network Innovation
Centre (5TONIC) [51], which counts with an NFV infrastructure based in OpenStack and
OSM [52].

In order to test the two possible uses of the QKD network digital twin orchestrator
discussed in Section 4.1, we have conducted two of the experiments over a pre-deployed
machine pool, while the third one was performed using our service OSM feature.

5.1. Scenario Preparation

To provide the reader with an example of how the service is used, a template of both
the configuration and inventory YAML files introduced in Section 4.1 and employed in the
experiments can be found below.

In the configuration template that can be seen in Figure 6, the user must specify
the version of the service to use (currently there is only one version, the 0.1.0 indicated
in the YAML template), the API, and the QKD protocol. Then, the nodes have to be
named, indicating their IP addresses and their neighboring nodes. Note that the IP address
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parameter can be left blank or filled with any value in the case of using the OSM feature of
the service.

qdts_version: 0.1.0
config:

application_interface: etsi-gs-qkd-004
qkd_protocol: e91

nodes:
- node_name: Alice

node_ip: 10.4.16.115
neighbor_nodes:

- Bob
- Charlie

- node_name: Bob
node_ip: 10.4.16.74
neighbor_nodes:

- Alice
- Charlie

- node_name: Charlie
node_ip: 10.4.16.132
neighbor_nodes:

- Alice
- Bob

Figure 6. YAML configuration file describing the scenario.

The inventory document, of which a template can be found in Figure 7, is written in
the form of an Ansible inventory. It collects the necessary parameters for Ansible to connect
to the nodes, providing it with the IP address of the node, the target user, and its password.
The last parameter named “py_env”" refers to the directory where Python is installed,
needed to download the packages required for emulating the QKD network. Note again
that if the user intends to use the OSM function, the IP address parameter, named in the
inventory file as “ansible_hos”, can be left blank.

all:
hosts:

Alice:
ansible_host: 10.4.16.115
ansible_connection: ssh
ansible_user: ubuntu
ansible_ssh_pass: ubuntu
py_env: /usr/bin/

Bob:
ansible_host: 10.4.16.74
ansible_connection: ssh
ansible_user: ubuntu
ansible_ssh_pass: ubuntu
py_env: /usr/bin/

Charlie:
ansible_host: 10.4.16.132
ansible_connection: ssh
ansible_user: ubuntu
ansible_ssh_pass: ubuntu
py_env: /usr/bin/

Figure 7. YAML inventory file describing the scenario.
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5.2. Functional Validation

The first experiment presented is a functional validation for the main functionalities
of the developed solution, such as key formation and synchronization between nodes.
The scenario used in this experiment consists of three pre-deployed machines over the
OpenStack infrastructure in 5TONIC. Each of the virtual machines operates as a site in a
QKD network. A scheme of this scenario can be found in Figure 8.

Figure 8. Scenario scheme of the functional validation and the tests regarding key exchange time and
discarded qubits.

In this experiment, the QKD network client defines a single application using the
QKD Network client package, thus communicating with the QKD network digital twin
making use of a standardized API (the ETSI QKD 004 [27]), in the same way he or she
would communicate with a real QKD network.

In each site of the scenario, the application creates key streams with the neighboring
sites, retrieves the exchanged keys, and checks that they match for the connected nodes.
The exact sequence of actions executed in the test is shown in Figure 9.

Following the scenario topology, which consists of three sites connected in sequence,
two key streams are created: one between Module A and Module B, and one between
Module B and Module C. Once 20 keys have been exchanged in each stream, the test
application retrieves them at all the nodes and compares them by pairs, verifying that the
keys of the neighboring nodes match.

The result of this validation was positive, proving the correct functioning of key
formation processes and synchronization tasks.

5.3. Performance Evaluation

To understand better the efficiency of our prototype, in terms of key exchange time and
discarded qubits in the formation of a key, a performance evaluation has been conducted. This
experiment was run over the same scenario as the previous experiment, shown in Figure 8.

In this evaluation, the application creates a key stream between neighboring modules,
where the E91 protocol is implemented to form keys. It waits until 20 keys have been
exchanged and retrieves them to get some information about the exchange times and
number of discarded qubits per key. This test has been executed for different key lengths,
in particular, 64, 128, 256, and 512-bit length keys have been used. The results of the
evaluation are shown in Figure 10a,b.
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Figure 9. Sequence diagram of the steps followed in the functional validation.

The exchange time of a key increases linearly with the key size (note that the separa-
tions in the horizontal axis are not incremented linearly), increasing from as little as 20 s
for a 64-bit key, to 2 min for a 512-bit key. However, these times do not necessarily match
real-life times.

In the case of the number of discarded qubits, it also grows linearly for the key size
(note again the separation in the horizontal axis), which was the expected result since, in
our implementation of the E91 protocol, the average number of discarded qubits is 2/3. In
the implemented protocol, Alice and Bob use the same set of three bases. Consequently,
there are 9 possible basis combinations, and only in 1/3 of those combinations Alice and
Bob choose the same measurement basis. Therefore, the number of qubits that can be used
to create the key is approximately 1/3 of the total created qubits.That is exactly what can
be seen in the bar plot of Figure 10b.

(a)

Figure 10. Cont.
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(b)

Figure 10. Performance evaluation results. (a) Time spent in the exchange of one key as a function
of the key size. For each key size, the distribution of the 20 exchanged keys is shown. (b) Qubits
discarded when exchanging a key as a function of the key size. For each key size, the distribution of
the 20 exchanged keys is shown.

5.4. Performance of Orchestration Actions

In this experiment, the QKD network digital twin orchestrator builds digital twins of
QKD networks with different numbers of nodes, making use of the open source network
orchestration solution OSM, and collects the time spent in building the digital twins as a
function of the number of nodes in the defined QKD network. A schematic of the scenario
of this test can be seen in Figure 11.

Figure 11. Scenario scheme of the experiment regarding the performance of orchestration actions.

To better analyze the results, the deployment time is divided into three main processes:
the time of the virtual machine’s instantiation, which corresponds to Step 2 defined in
Section 3.1, the configuration time of those machines as QKD network sites, which includes
the download of the necessary software, and the execution time, i.e., starting SimulaQron
in each node to make the QKD network operational. These two processes conform the
Step 3 in Section 3.1.
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The first process conducted is the instantiation, which corresponds to the bottom
range shown in Figure 12a. A linear growth can be seen in this component (note that
the separation in the horizontal axis does not scale linearly) since the OSM executes the
deployment sequentially.

The second process, the configuration, is represented in the middle range of Figure 12a,
and as can be seen, it is the most time-consuming process. The behavior in the time spent
performing this process can be explained because of the functioning of Ansible, discussed
in Section 4.1. Since the default number of parallel processes that Ansible sends is 5 [49], the
configuration time remains constant until this limit is exceeded, doubling in size once the
number of nodes is greater than 5. As can be seen in Figure 12a, for networks of 1 to 5 nodes
the configuration time is the same, while for the 8-node network under consideration, a
growth of about twice as much is observed.

The execution time, which is the initialization of the emulator SimulaQron in each
module, corresponds to the upper range in Figure 12a. It is quite small compared to the
other two considered times and remains virtually constant for every considered number of
nodes since it corresponds to the execution of a command to start SimulaQron, which is a
fast process.

(a)

(b)

Figure 12. Deployment evaluation results. (a) Deployment time as a function of the network node
number. For each network, the distribution of the 20 deployments is shown. (b) Average percentage
that each process represents in a deployment.

Therefore, after analyzing the results, we can say that the deployment time consists
mainly of two processes: one that grows linearly and corresponds to node instantiation,
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and another that involves node configuration and increases for every group of five nodes
due to the maximum number of parallelized tasks supported by Ansible [49].

As can be seen in Figure 12a, the service allows, for example, having an operational
QKD network of 2 nodes in about 3 min, or a larger QKD network with eight nodes in less
than 7 min. Thanks to this test, it has been proven that digital twins of QKD networks can
be built and made operational in a reduced time-frame.

Figure 12b shows a diagram of the fractions each process represents of the total
deployment time. As discussed, the configuration of the nodes represents more than half of
the total time (60.1% of the total), followed by the instantiation process that takes 39.6% of
the total time, and lastly, the execution, which corresponds roughly to the 3% of the total.

6. Conclusions and Future Work

Quantum networks are a novel research topic expected to change and evolve signifi-
cantly in the next years, bringing many scientific and security-related advantages. Awaiting
the hardware to be good enough for feasible and accessible deployment of QKD networks,
emulation services are a valuable option for testing and experimenting with QKD-related
subjects. In this context, we have designed, implemented, and validated a solution that
allows the automatic deployment of QKD networks digital twins [12]. The service virtual-
izes the sites of a QKD network in virtual machines, offering a cost-effective solution to the
problem of physically building a QKD network. A QKD protocol is implemented using an
open-source quantum emulator, SimulaQron, and a standardized API, the ETSI GS QKD
004 [27], is included to enable the communication between clients and networks, making
the digital twin environment very similar to a real QKD network.

The tests that have been carried out show that the service is capable of building QKD
network digital twins and making it operational in a reduced time frame that scales linearly
with the number of nodes, achieving the deployment of an 8-node network in about 7 min
(Figure 12a).

The current implementation of the service provides a solid software base on which to
build applications that make use of the QKD network digital twin environment, this imple-
mentation will be extended with different features to help create more specific applications.

The emulated digital twin environment could be a useful tool not only for the de-
velopment of QKD network technologies but also for the research on the integration of
Quantum Communications in the current network since it can potentially be used on larger
experiments leveraging on its orchestration features.

The presented service is, in summary, a novel solution that allows experimentation
over a digital twin, a virtual replica, of a QKD network. This opens the door to many diverse
research lines, from the study of the integration of QKD on current infrastructures to the
analysis of different strategies for quantum key exchange in multi-domain environments,
i.e., environments where there may be networks from different providers. Some updates
of the service are expected to be available soon, enabling features such as eavesdropping
detection or hybrid deployments.

Our work in the short term will include the implementation of the complete E91 proto-
col, to ensure the realization of tests of the CHSH inequality, and thus enable eavesdropping
verification in the communication processes. Other lines of research, such as the support of
a backend that takes into account different quantum parameters, like decoherence or quality
of entanglement, are already being developed. The deployment of hybrid environments
where real and virtualized quantum equipment work together is also being explored.

Although the authentication of the channels is not addressed in this first version, the
exploration of some options to solve that matter, such as Post-Quantum Cryptography
(PQC) algorithms in the IPsec protocol [53] or methods rooted at physical properties [54]
like Physical Unclonable Functions (PUFs) [55], is also a line of research that we intend
to explore.
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