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Abstract: Background: In this study focusing on colorectal carcinoma (CRC), we address the imper-
ative task of predicting post-surgery treatment needs by identifying crucial tumor features within
whole slide images of solid tumors, analogous to locating a needle in a histological haystack. We
evaluate two approaches to address this challenge using a small CRC dataset. Methods: First, we
explore a conventional tile-level training approach, testing various data augmentation methods to
mitigate the memorization effect in a noisy label setting. Second, we examine a multi-instance learn-
ing (MIL) approach at the case level, adapting data augmentation techniques to prevent over-fitting
in the limited data set context. Results: The tile-level approach proves ineffective due to the limited
number of informative image tiles per case. Conversely, the MIL approach demonstrates success for
the small dataset when coupled with post-feature vector creation data augmentation techniques. In
this setting, the MIL model accurately predicts nodal status corresponding to expert-based budding
scores for these cases. Conclusions: This study incorporates data augmentation techniques into a
MIL approach, highlighting the effectiveness of the MIL method in detecting predictive factors such
as tumor budding, despite the constraints of a limited dataset size.

Keywords: histopathology; CRC; budding; supervised segmentation; classification

1. Introduction

In this study, we address the challenge of solving a histologic needle-in-a-haystack
problem related to colorectal carcinomas. Colorectal carcinoma, which is among the most
prevalent malignancies globally and expected to rise in incidence in the coming years,
serves as the metaphorical haystack [1,2]. The metaphorical needle to find in this context
is tumor budding. In addition to the Union for International Cancer Control (UICC)
TNM staging system, tumor budding could show its potential as an additional prognostic
factor in recent years. Tumor budding is a long-known and long scientifically discussed
histological phenomenon, first described in 1949 by Imai [3,4]. Nowadays, it is understood
as a 2D-histological manifestation of the epithelial-mesenchymal-transition, as it shares
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many biological aspects [5,6]. Of note, in 3D, it can be appreciated that some tumor buds
are tentacle-like tumor protrusions, whereas others are detached tumor cell aggregates.
These detached, small tumor cell aggregates are tumor buds per definition [5]. In several
publications on colorectal carcinoma (CRC) (and other solid tumors), it proved useful in
predicting nodal status and overall survival [7,8]. For CRC, there are at the moment two
main scenarios where tumor budding has a potential influence on clinical decision-making:
First, in the case of pT1 carcinoma regarding planning the surgical approach, and second
in UICC stage II, where the role of adjuvant chemotherapy still needs to be clarified in
detail [6]. Though a consensus on tumor budding evaluation in CRC could be achieved,
there remains considerable inter- and intra-observer variability [8-10]. Such prediction
uncertainties hamper the potential clinical interpretation of such measurements. Clinical
decisions could only be made if the underlying scoring system poses enough reliability. To
sum it up, in theory, the task of determining the budding score per slide or, rather, slide
region is a good use case for applying computer vision tools for classification (regarding
a budding score) or regression (regarding tumor bud numbers). In addition, even the
direct prediction of the nodal status based on the histology of the primary tumor seems to
be a promising task [11]. Besides sparing humans from tedious counting tasks, the most
significant benefit would be that machine learning-based classification for budding status,
and subsequent nodal status prediction could reduce inter-observer variability. This would
make tumor budding a reliable histomorphological biomarker. However, the relevant parts
of the image—the metaphoric needles—would first have to be found or defined within the
large histological sections—the metaphorical haystack. Against this background, in the
presented work, we first challenge the concept of tumor budding. This is achieved through
model training for nodal status prediction, followed by an examination of (a) the regions
within the images harboring the most pertinent information and (b) the presence of tumor
budding within these identified regions. This investigation aligns with our hypothesis
concerning the significance of morphological biomarkers in histology. Subsequently, (c) we
assess the prognostic efficacy of the histology-based prediction and juxtapose it with
established biomarkers such as grading within our dataset. This evaluation corresponds
to our hypothesis positing the independence of the identified morphological biomarker,
ostensibly tumor budding.

2. Materials and Methods

In the first section of the material and methods section, we describe the data set
preparation. One part of this preparation is a U-NET-segmentation-based classification
of image tiles. The entire methodical proceedings and processing of data is outlined in
supplementary Figure S1.

2.1. Data Set Generation
2.1.1. Data Set Collection and Digitization of the CRC Data Set

Formalin-fixed, paraffin-embedded tissue blocks and histological slides, in combina-
tion with clinical data and results of expert pathologist evaluation, were obtained from the
archives of the Institute of Pathology at the Medical University of Graz, Austria. These
samples were part of a previously studied patient group published by Harbaum et al. [12].

The study was conducted in compliance with the Declaration of Helsinki and approved
by the local ethics committee in Graz (decision 18-199 ex 06/07). We also used parts of this
data set in a previous publication on tumor budding in colorectal carcinoma CRC [13]. From
the originally described 381 patients [12], 177 cases for which we have received histological
slides are included in this study. For these 177 cases 643 slides have been digitalized by
the Tissue Bank of the National Center for Tumor Diseases (NCT) Heidelberg, Germany in
accordance with the regulations of the tissue bank and the approval of the ethics committee
of Heidelberg University. For the whole slide image (WSI) generation, an Aperio AT2
scanner (Leica Biosystems, Nuflloch, Germany) has been used. In total, from the included
177 cases, 643 .svs files have been generated. The range of slides included in the study per



Appl. Sci. 2024, 14, 949

30f21

case was from 1 to 4 slides per case. This variability is due to different tumor sampling
per case. For some cases, only one representative part of the tumor has been processed;
for others, major parts of the tumor have been embedded, which have been considered
as being representative. This embedding and inclusion strategy leads, on the one hand,
to as much representative tumor tissue per case as possible, avoiding, on the other hand,
duplication of tumor parts. In combination with an inherent anonymized list of patients,
we included information like budding and nodal status.In this work, the mentioned nodal
status Nx describes the status assessed by a pathologist commonly referred to as pNx.
According to at the time of the cohort selection used TNM classification (7th edition),
the nodal status was defined as NO for cases without any lymph node metastasis, N1
for one up to three affected regional lymph nodes and N2 for more than three affected
regional lymph nodes [14]. However, for some predictions the target nodal status was
reduced to N— or nodal positive/pN1-2 (N+). For the data set used here, there is an expert
consensus-based budding score per case originally published by Harbaum et al. in 2015 [12]
and subsequently used in several other publications [13,15,16]. The budding status was
defined based on Satoh’s model as BO for cases without any budding foci, B1 for one up
to four budding foci, B2 for five up to nine budding foci, B3 for 10-19 budding foci and
B4 for more than 20 budding foci [17]. As this evaluation method is presently considered
outdated, tumor budding was not scored according to the current guidelines.

2.1.2. Segmentation Data Set Preparation and U-NET Model Training

The first step of our work was to create a segmentation model for later data pre-
processing. Figure S2 shows the order and method in which we processed the original
hematoxilin and eosine (HE)-images to develop a U-Net model. Therefore, a segmentation
data set is needed. Whole slide colorectal tissue specimens with varying pathologies were
retrieved from the collection of the Institute of Pathology at the University Medical Centre
Mannheim and used in a completely anonymous way. No patient information like age or
gender is included. Only the histological diagnosis (normal colorectal tissue, colorectal
cancer CRC, ulcerative colitis, high grade intra-epithelial neoplasia (HGIEN), low grade
intra-epithelial neoplasia (LGIEN) are used. The collection and management of this data
set is in accordance with the local ethics committee in Mannheim (decision 2017-806R-MA).
The final dataset contained n =29 WSIs (n = 21 for tumor, n = 1 each for high-grade and
low-grade intra-epithelial neoplasia (IEN), n = 5 for ulcerative colitis, n = 1 for healthy tissue).
The whole tissue sections (HE-stained) were scanned by a M8 microscope and scanner (Pre-
ciPoint GmbH, Garching b. Miinchen, Germany). The resulting WSIs are saved in the .svs
format. Using QuPath (version 0.1.2 and v0.2.0) the WSIs of the segmentation data set were
manually segmented (example shown in Figure S2). For this manual segmentation, 13 labels
were defined, with a ratio of area per label depicted in Table S1. The raw .svs images and the
label masks were automatically cropped into 1000 x 1000 pixel-sized tiles by a QuPath-script
published by Peter Bankhead (https://github.com/m4In/qupath-scripts (accessed on 30
November 2023)) and normalized regarding staining with a tool previously described by
Runz et al. [18]. This yielded a data set containing pairs of tiles, each with a label mask and the
corresponding HE-frame. The data set was then randomly split into three parts training (75%),
validation (15%) and testing (10%). For the segmentation task, a U-Net implementation in Py-
Torch (version 1.3) from the Segmentation Models toolbox by Andrew Janowczyk was down-
loaded from GitHub [19-21]: (https:/ /github.com/choosehappy/PytorchDigitalPathology /
tree/master /segmentation_epistroma_unet (accessed on 30 November 2023)) and adapted
for multi-class segmentation. A learning rate scheduler was implemented using an Adam
optimizer for efficient training [22]. Against the background of heterogeneously shaped
objects and variations in the saturation of HE-staining transformations of color, size and
orientation were applied on randomly selected images. Class weights were used to calcu-
late the Focal-Loss for unbalanced labels [23,24]. The final code can be seen at [25]. The
model reached an accuracy of 0.72 for the validation set. This has been seen as sufficient for


https://github.com/m4ln/qupath-scripts
https://github.com/choosehappy/PytorchDigitalPathology/tree/master/segmentation_epistroma_unet
https://github.com/choosehappy/PytorchDigitalPathology/tree/master/segmentation_epistroma_unet

Appl. Sci. 2024, 14, 949

4 0f 21

this project, as our application does not require a highly specified pixel-wise segmentation
but focuses on a rough estimation of the tumor content per tile.

2.1.3. Separation of the CRC Data Set into Tumor-Border and Central Tumor Regions

Using the wsi-tools and the Openslide package from Mellon University et al., the WSIs
from the CRC data set were split into 1000 x 1000 pixel tiles [26,27]. These tiles underwent
a primary selection to sort out all tiles of unequal edge length or those containing only a
few pixels of tissue. The remaining tiles underwent segmentation with the aforementioned
U-Net (compare Section 2.1.2) and were split based on the segmentation results into
two groups (see Table 1):

*  Group Border contains all tiles with 50%—75% of the tile area marked as tumor by the
segmentation, here defined as the border area of the tumor;

*  Group Centre contains all tiles with >95% of the tile marked as tumor area, here
defined as central tumor areas (see Figure S2).

To achieve a stable classification not focusing on a case’s color scheme, the tiles
underwent color normalization. Therefore, we used a generative adversarial network
(GAN) implemented and published by Runz et al. [18], available at https://github.com/
m4lIn/stainTransfer_CycleGAN_pytorch (accessed on 30 November 2023 ).

Table 1. Distribution of tiles for classification. Segmented HE-images were filtered for tiles depict-
ing central tumor areas and tiles containing border tumor areas. In accordance with the patient
data these tiles were distributed into the corresponding categories. We defined the following two
tasks: mapping of the central tumor areas to the nodal status (hereafter referred to as Ce2No) and
mapping of the tumor border areas to the nodal status (hereafter Bo2No). #—number of objects;
m:f—number of male:female patients; NO:N1:N2—number of cases with corresponding nodal status;
B0:B1:B2:B3:B4—number of cases with corresponding budding status.

Classification # Cases # Tiles m:f Age (mean = std) NO:N1:N2 B0:B1:B2:B3:B4
Bo2No 178 39,600 106:72 68.7£10.9 92:39:47 3:48:45:53:27
Ce2No 169 15,734 99:70 69.0+10.9 90:37:42 3:47:41:51:25

2.2. Convolutional Neural Network Model-Based Classification

In the second part of the material and methods section, we describe developing
convolutional neural network (CNN) based classification models for different data sets
and outcome variables. We pre-processed the images as can be seen in Figure S3. The data
sorting for the classification itself is shown in Figure S4.

2.2.1. Image Classification on Tile Level Using a Deep Residual Network (Residual Neural
Network (ResNet))

Data Set Preparation on Tile Level without and Concerning the Tile-Case-Relation

Two different methods were used for data set generation without and with regarding
the tile-case-relation: First, for each classification, we sorted the tiles for the attribute of
the classification. For the classification of Border to nodal status (Bo2No), all the tiles from
peripheral tumor areas were divided into two classes according to their binary nodal status
denoted in the patient data file. Then we randomly split the tiles within each class into
sets for training (75%), validation (15%) and testing (10%) without regard to the WSI they
belong to. This led to tiles from one single WSI being present in the training set, as well as
the validation and possibly testing set. In a second approach, to respect the case origin we
grouped the tiles after their corresponding WSI. The groups were then directly distributed
into training, validation and test set with similar rates. Thus, tiles from one WSI could end
up only in the training set, or exclusively the validation set, or the test set.
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ResNet Model Training

The model used was a pre-trained residual neural network Pytorch-implementation
ResNet with 152 layers [21,28]. It has been pre-trained on the ImageNet data set [29,30].
Thus, the features it relies on are trained for real-world objects like plants or trees and
not histological objects. It was trained using cross-entropy loss, learning rate scheduler
and stochastic gradient descend optimizer as described previously in Weis et al. [31].
The target output (or clinical output) has been the nodal status (N— or N+) of the case from
which the image tiles come. The other available clinical outputs, namely budding status,
nodal status and progress, have not been used here. Training was performed over 50 epochs.
To increase robustness, several data augmentation methods were applied randomly, like
horizontal or vertical flipping or rotation. One model has each been trained for the central
tiles, the border tiles and a conjoined collection of border and central tiles, hereafter called
tumor tiles.

2.2.2. Image Classification on Slide Level Using a Multi-Instance Learning (MIL) Model
Data Set Preparation for the MIL-Approach

The strategy of multiple-instance learning (MIL) involves a classification approach
based on cases where each image tile is denoted as an instance. In this context, the complete
case is termed a bag [32-35]. In our scenario, each bag consists of a variable number of
instances, which are the tiles. Typically, labels are attributed to a whole bag rather than an
individual tile; in contrast to the section above. In the MIL approach used here for WSI,
the individual instances are converted into a feature vector, and then the bag containing
the instances is fed in tabular form to another neural network. In our project, we generated
the features with two pre-trained networks (namely a Pytorch-implemented ResNet152
model [21,28]—as above—and the HistoEncoder model [36]). In contrast to the ResNet
model that has been pre-trained on real-world objects in the ImageNet data set [29,30],
the HistoEncoder model has been pre-trained on large amounts of prostate tissue whole
slide images [36]. Thus, the latter produces features for histological objects, albeit from
another tissue type. Due to the small amount of total data (less than 200 bags), we decided
against co-training the feature generation. Image tiles from the tumor border as well as
the central regions are included for each case. According to the file name and known
location, based on the segmentation described above (tumor central regions or border
regions), the tiles are saved in folders. Subsequently, the feature vectors are calculated.
Therefore, the large image tiles are further decomposed into smaller or sub-tiles, for which
the feature vector is calculated. For data augmentation reasons, per 4200 x 4200 pixel
image tile, ten sub-tiles of 512 x 512 pixels are randomly cropped. These small, randomly
cropped sub-tiles then represent the instances. The folder represents, in this context, the bag.
The number of sub-tiles or instances per bag ranges from 30 to 400.

Multi-Instance Learning MIL Model Training

The model used was based on the code from Jakub Monhart [37]. The model takes
the feature vectors produced by the models mentioned above stacked in a table as input.
Each row contains the feature vector of one instance. The model consists of three parts:
First, a non-linear neural network for data preparation. It is applied row-wise to reduce
the dimensionality. Second, an aggregation function. It is applied column-wise to map the
tabular data to one vector. Here, a mean function is applied, since it does not depend on a
fixed row number of the input table. Third, a non-linear neural network, in particular a
fully connected network, is used to map the vector produced by the aggregation function
to a class label. This is a typical classification task [37,38]. The MIL model is trained with
cross-entropy loss and Adam optimizer. The target output has also been the nodal status
(N— or N+) per case. Standard data augmentation techniques applied to the input images
to avoid over-fitting cannot be used in this setting. Typical standard methods such as
rotation or color variation typically lead to similar feature vectors in a pre-trained model
(as described in the Section Data Set Preparation for the MIL approach above). The model
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has been trained to recognize the image content despite these modifications. Therefore,
we used the query bag approach described by Babenko et al. [39] to avoid over-fitting of
the MIL model. In this approach, each training a defined number of instances per bag
is randomly chosen. By randomly choosing only a small fraction of the instances per
bag at each iteration, over-fitting can be delayed. Nonetheless, this benefit comes at the
cost of encountering noisy data. Instances relevant to the task are not usually selected
randomly from a bag, which can introduce further noise. Furthermore, as additional data
augmentation, we add statistical noise to the table representing the bag. Namely, we add
salt-and-pepper noise (SP) to each row in the table.

2.3. Statistic Evaluation of Classification Results

Besides the standard classification metrics like accuracy and F1-score, Cohens’s Kappa
and the Area Under the Receiver Operating Characteristics area under the receiver operat-
ing characteristics (AUROC) are used.

2.3.1. Cohen’s Kappa

To determine the agreement between the machine learning model-based classification
and the ground truth we used Cohen’s Kappa. Therefore, we started by calculating a k
by k confusion matrix with k being the respective number of classes in this classification
scenario. Within the matrix an element f;; defines the items that belong to class i and are
classified by the model to class j. So, f;; is the number of agreements between ground truth
and model prediction for class j.

Then, (from [40]):

1 k
j=1
k k
ri = Zfl],Vl, and C]' = Zfl],V], (2)
j=1 i=1
33
PE = — rC, (3)
Nz = 1*+1

where P, the observed proportional agreement, r; and ¢; the row and column totals for
category i and j and P, the expected proportion of agreement by chance. The final measure
of agreement is given by Equation (4).

P —P,
K= 1-D, (4)
The approximate standard deviation of x is [40]:
P,(1-P)
td(x) = | ~—— =2
std(x) N(I=P)2 ®)

As proposed by Landis and Koch [41], Kappa values 0.6-0.8 indicate a substantial
agreement and >0.8 an almost perfect agreement between two different raters.

2.3.2. Area under the Receiver Operating Characteristics

The AUROC is calculated to determine the classifier’s capability to distinguish be-
tween different classes. It is based on the receiver operating characteristics (ROC) curve
that plots the true positive rate (TPR) against the false positive rate (FPR) in pairs for a
certain threshold, in our case the predictive probability [42].
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TPR and FPR are defined as:
TP

TPR= 75T FN ©)
FPR = _tP 1 — Specificit 7)
“FP+TN P Y

where TP is the number of true positive results, FN is the number of false negative results,
FP is the number of false positive results and TN is the number of true negative results.

We got a probability value for each class for each single output from the classifier.
Taking this probability value as a threshold, we then computed the above variables for
the output from the complete data set. After we successfully performed these calculations
on all the outputs from the data sets, we could plot the resulting sets of TPR and FPR as
an ROC curve. The AUROC represents the area under the ROC curve. An AUROC of
1 represents completely separable classes and an AUROC of 0.5 describes a classifier that is
just as good as chance. For calculations, we adapted Trevisan’s code from [43].

3. Results

The main objective of the presented work is to train a machine learning model to find
the sparsely, inhomogeneously distributed, prognostically relevant parts of a WSI) of CRC,
for a given endpoint, in our case nodal status (nodal negative/pNO (N—) and N+). This
goal is targeted within the context of a small, but heterogeneous, and therefore authentic
data set. In addition, two methodologically different approaches are being tried out to
achieve this goal, each of which has advantages and disadvantages:

3.1. Can Supervised Classification Model Training at the Image Tile Level (Referred to as
Instance-Level) Effectively Address a Needle-in-Haystack-like Problem?

Training on the instance level has the advantage of having more than 10,000 image
tiles (n = 14,448 for the central tumor parts and n = 55,334 for the border regions) instead of
less than 200 cases (compare A in Figure 1). This approach is adopted to mitigate the issue
of insufficient data. The advantageous aspect of this training is counterbalanced by the
drawback of considerable label noise. Indeed, the sections below show that only a mean of
10% of the tiles per WSI are informative regarding the nodal status (compare B in Figure 1).
In essence, this represents a needle-in-the-haystack dilemma, wherein a multitude of hay
pieces and a scant number of needles share identical labels. Thus, the labels are quite
noisy (compare Figure 2). During training, the models typically learn features only in the
early epochs which can be seen in the loss curves. When the losses of the training and
validation cohort (in a non-cross-validation setting) diverge, features detection decreases
and memorization sets in [44,45]. To test, if the color normalization inhibits case and,
thereby, label recognition based on the staining, we run two experiments: First, we created
a training and testing data set by randomly selecting image tiles from the entire data set
and, thereby, possibly spreading tiles of one case over the test, training and validation
set. Through this approach, the test data set still consists of tiles not utilized to create
the other two data sets. However, there are tiles from a case seen during training within
the test set. Within this context, the evaluation metrics of the trained models are nearly
or rather conspicuously ideal. Kappa values tend to show an almost perfect agreement
with values > 0.830 for mapping central tumor to nodal status (Ce2No) and mapping
tumor border to nodal status (Bo2No). The respective area under the curve (AUC)s are
>0.900 also depicting a nearly ideal separation between N— and N+. In summary, these
values are highly suspicious for memorization. Second, we sorted the tiles such that all
tiles of one case are either in the training, the validation or the test set. Label allocation
was performed identically as before. It could already be seen during training that the
model performance stagnates after a few epochs. The accuracy of the training data set
and the validation data set diverge from the beginning and remain at about 0.9 and 0.55,
respectively (compare the first two rows for the standard approach in Table 2). This huge
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gap between the loss values with a considerably elevated validation loss is a common sign
of over-fitting. The validation accuracy initially stays in the range [0.50; 0.55] throughout
the entire training, independent of the number of epochs or the above-mentioned early
stopping strategy. In summary, the clinical feature nodal status could not be identified
correctly at an AUC of 0.642, which is close to a prediction by chance (compare AUC values
in Table 2). Furthermore, these results show that color normalization does not prevent
recognizing cases by a CNN model, presumably based on staining characteristics.

variable L]
E ow
081 mmm high
0.6 1 .
[
o
o
§ .
£ 0.4
& L3
0.2 4 I :
0.0 4 %
0 1

label

Figure 1. Region definition and distribution of informative tiles per case . (A) Sketch of WSI with
annotated tumor region and border region. Based on a trained U-NET model the whole slide images
are segmented into non-tumor (grey) and tumor (blue) tissue. The latter is subdivided based on the
tumor content in each tile into tumor central (dashed line in magenta) and tumor border (dashed
line in red). The tiles per region (exemplarily shown red dashed boxes) are then saved. For a graphic
workflow of the tile preparations see Figure S3. (B) Boxplot for the frequency of meaningful instances
per case. The MIL approach approach gives a class probability per instance or image tile. Per WSI,
there are only a few instances with high class-probabilities. These few instances are the meaningful
ones per case. The frequency of these meaningful instances per case is variable. The instances highly
informative for nodal negativity are termed “low”, while those with significant relevance to nodal
positivity are termed “high”. WSI: whole slide image; MIL: multi-instance learning.

Table 2. Statistic evaluation of the classification models. Due to their architecture standard, CNN
models could perform on central or peripheral tiles separately. MIL models had to perform on the
combined dataset of central and border tumor tiles, as not all methods of image augmentation could
be used with this approach. AUC: area under the receiver operator characteristics curve; CNN:
convolutional neuronal network; Bo2No: mapping of border tumor area tiles for their nodal status;
Ce2No: mapping of central tumor area tiles for their nodal status; MIL: multiple instance learning;
ResNet152: residual neural network with 152 layers.

Approach Used Accuracy F1-Score Cohen’s Kappa AUC

Standard CNN Bo2No data set 0.468 0.379 0.126 0.626
Standard CNN Ce2No dataset 0.328 0.255 0.044 0.642
MIL model on ResNet152 features 0.756 0.742 0.512 0.760
MIL model on HistoEncoder features 0.683 0.648 0.389 0.794

3.2. Would Image Clustering on Image Tile-Level Work for Such a Needle-in-Haystack-like Problem?

The section above shows that standard CNN training methods do not work well
with the needle-in-the-haystack problem (compare Figure 2A). At least not if all instances
(hay and needles), which are assumed to be morphologically different, are given the
same label.
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Figure 2. L-space analysis. Based on a PCA analysis of MIL results, for each instance a feature vector
is plotted in 2D. (A) Instances from the entire data set, comprising the training and validation set, are
plotted. The nodal status (nodal negative (N—) or positive (N+)) is used as a label. The silhouette
score, as a clustering metric, is 0.008, which indicates a high overlap of the clusters based on the
case labels. (B) Instances from the training set (B1) and the validation set (B2) are plotted. The
label used involves the information gained concerning the nodal status. The MIL model produces a
pseudo-probability per instance for the nodal status, which ranges between 0 and 1. For this plot, this
range is stretched between —1 (low probability for nodal positivity and vice versa, therefore highly
predictive for nodal negativity; here called “low”) and +1 (high probability for nodal positivity; here
called “high”). For (B1) the silhouette score is 0.008 and respectively for (B2) —0.082. PCA: principal
component analysis; MIL: multi-instance learning.

This assumed morphological difference suggests cluster analysis methods as an al-
ternative. However, plotting and subsequently analyzing the feature vectors per instance
in the latent space shows no well-delineated groups. In 2-dimensional representation
via Principal Component Analysis (PCA) or Uniform Manifold Approximation and Pro-
jection (UMAP), there is each time a point cloud where labeling based on the case label
(nodal status) does not show well-delineated clusters with silhouette scores near 0, indicat-
ing significant overlap between the groups (Figure 2A). In conclusion, using the typical
clustering methods for pre-defined groups is not promising. This also explains why the
above-described CNN approaches cannot generate a clear separation. This haystack-like
picture of feature vectors in the latent space appears regardless of whether models are
trained completely from scratch on this data set, as in the section above, or whether pre-
trained models are used. The silhouette score is with and without pre-training in the
interval [—0.1; 0.1], indicating again no cluster separation but huge cluster overlap. For the
pre-trained models, it also makes no difference whether the models were pre-trained on
standard data sets such as ImageNet [46], whether they were trained on other circumscribed
histological data sets like the glomeruli data set from a previous publication, or whether
they are models for feature extraction from histological images in general like the HistoEn-
coder model [36]. In each case, the silhouette score is again in the range [—0.1; 0.1]. To
sum it up, the information-bearing instances, the needles to stay with the image, are not
morphologically distinct enough to stand out.
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3.3. Does Supervised Training on Case-Level (So-Called Bag-Level) Work with a
Needle-in-Haystack-like Problem?

In the methods discussed earlier, we demonstrated that addressing the data sparsity
issue for cases by analyzing image tiles alone is not a viable solution. So, we need to train
on the case level with, alas, only a limited data set size. After splitting the data set into
training and testing sets, training a MIL model shows again that the overall data set size is
too small, and the model quickly over-fits. There are approaches on the model and the data
side to overcome such a data sparsity scenario: On the model side, reducing the number
of trainable parameters to reduce the memorization potential is a well-known approach.
However, with 10,293 trainable parameters, the used MIL model is already small in contrast
to, e.g., the ResNet152 model [20,21,28] used for feature generation that has 58,149,955 train-
able parameters. A reduction of trainable parameters does not avoid over-fitting in
our scenario as tested for a reduction from, e.g., 31,023 to 10,293 trainable parameters
(for the features produced by the pre-trained ResNet12 model).

Training a MIL model using the random query approach for data augmentation,
a maximum accuracy of 0.762 and 0.721 can be achieved for the validation set, based on
features from ResNet152 and HistoEncoder, respectively (compare Table 2). Per instance
per bag, the N+ probability can be calculated. By doing so, image tiles can be found
being informative for nodal negativity, henceforth termed “low” for being predictive for
N-— and, respectively, adding low risk for N+. If not, a tile might be informative for
N+, henceforth termed “high” for being highly predictive for N+ (compare B in Figure 1).
A mean 17.339% of the image tiles in nodal positive cases are informative for nodal positivity
(N+). However, in nodal negative cases (N— cases), there are still 4.494% tiles with high
probability values for nodal positivity. In summary, the predictive reliability of the used
MIL model for the feature vectors per tile produced by a pre-trained network (either
ResNet or HistoEncoder) is better than for models trained on the noisy tile-level (compare
Section 3.1 above). Of note, in the penultimate layer, the MIL model also summarizes
the given information or respectively the fed in feature vectors in its own feature vector.
Visualizing the distribution of these feature vectors again in the latent space by PCA reveals
a much clearer separation for the trained classes (visualized in B1 with the class labels and
in B2 with the class pseudo-probabilities (in analogy to Figure 2) in Figure 3). Furthermore,
a cluster map analysis (A in Figure 3) reveals that half of the features produced by the MIL
model are non-informative in regard to the given task.

3.4. Does the Model Identify Tumor Budding as the Distinctive Feature?

Although the used evaluation method for the budding score is outdated (see Section 2.1.1),
it is prognostically relevant concerning nodal status, as described in previous works on this
data set [12].

For the data set used here, a chi-square analysis shows a strong correlation between
the tumor budding score (as described above and assessed based on an outdated system)
and the nodal status (p-value < 10 x 1078). In addition to this correlation, we tested the
predictive power of the budding score per case. Therefore, the same splitting into a training
and validation set as for the above-described MIL approach is used. By doing so, a logistic
regression model trained to predict N— and N+ based on the budding score per case has
an accuracy of 0.725 and an AUC of 0.802 for the validation set (compared to the AUC-
values for the MIL approach in Table 2). Despite these prognostic capabilities, the budding
score is not an independent parameter in the outdated system. For the used data set,
there is a strong correlation between the expert-based tumor budding score [47] and the
at this time used 3-tired tumor grading [48] per case. In the chi-square test, the p-value
is also <107°. Thus, tumor budding is not independent of tumor grading. Testing the
grading as a predictive marker for nodal status using again a logistic regression model
results in an accuracy of 0.725 and an AUC of 0.690 for the validation set. In conclusion,
the predictive power of grading for the nodal status seems comparable to tumor budding.
In summary, the budding score in this data set is not an independent marker but harbors a
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predictive power. Utilizing the metrics employed (namely accuracy and AUC) to assess
the predictive reliability of the tumor budding score and the previously outlined MIL
approach, both exhibit comparability (compare Section 3.3 above). Besides the comparable
prediction quality, both approaches show similarities in other respects so that it can be
argued that the same features underlie them. From the false predicted cases in the validation
data set, six cases are false in both models. Looking at the budding score values in the
wrong predicted cases for both models, the MIL model and the logistic regression model,
the assigned budding scores have a median of 3 (compare Figure 4. Thus, these cases show
a high budding score, known as being predictive for nodal positivity, albeit both are nodal
negative. The location of the relevant image tiles is also an argument that tumor budding is
the underlying feature. Looking at the location of the 20% most predictive image tiles per
N+ case, 84.0% of these tiles are in the border region and 16.0% are in the central tumor
regions. Of the N— cases 65.3% are in the tumor border region and 34.7% are in the central
regions (compare B in Figure 4). Since tumor budding is defined as taking place in the
border regions, this can be used as an argument that the model at least recognizes similar
features in the image.
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Figure 3. Clustermap analysis of the bag feature vectors produced by the MIL model. Prior to the
final fully connected layer for the decision the MIL model produces a feature vector per bag based on
all input instances. (A) The feature vector per bag is clustered against the nodal status. On the left
the true status of a bag is shown with nodal negative as blue bar and nodal positive as red bar. The
feature vector of one bag is split along the x-axis and different bags along the y-axis. The instances
of a feature vector are depicted with color-coding representing the N+ probability (black bars equal
zero). (B1) For the entire dataset, comprising the training and validation set, a PCA of the bag feature
vectors are plotted in the latent space. The nodal status (nodal negative (0) or positive (1)) is used
as a label. (B2) Comparable to Figure 2(B2) the pseudo-probability is shown in the L-space. Here,
we compute the probability not for an instance but for whole bags for the entire dataset. Probability
range is stretched between —1 (low probability for nodal positivity and vice versa, therefore highly
predictive for nodal negativity; here called “low”) and +1 (high probability for nodal positivity; here
called “high”). MIL: multi-instance learning; PCA: principal component analysis.
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Figure 4. Confusion matrix for MIL model with exemplary tiles. The validation set (defined as
0.25 of the entire data set) comprises 31 cases or rather bags with 27 nodal negative cases (N—) and
14 nodal positive cases (N+). A total of 18 cases are correctly predicted by the MIL model as N—; and
14 cases are predicted as N+. 9 cases are false positive and 0 cases are false-negative. In summary,
for the validation data set an accuracy of 0.756 and an F1-score of 0.737 is achieved. Based on the
pseudo-probabilities of the network an AUC of 0.870 can be achieved. From each evaluated case,
the 10 most informative tiles or the tiles with the highest significance for the respective decision are
selected. AUC: area under the receiver operator characteristics curve.

4. Discussion

In this study, we elucidate the methodology for identifying a rare morphological
predictive pattern analogous to locating a needle within extensive whole slide images,
metaphorically representing a haystack. Specifically, we employ CRC as the haystack,
predicting nodal status, all while addressing and surmounting the constraints imposed by
a limited dataset size. Furthermore, we ascertain the regions within the images that harbor
the most pertinent information in this context. The revelation of tumor budding in these
specific areas serves to substantiate its established diagnostic significance.

4.1. Case-Level Nodal Status Prediction: A Classic Needle-in-Haystack Challenge

In the presented work, we face a typical needle-in-haystack problem with large images
from which only small parts potentially contain predictive features. We can demonstrate
that approximately 10% of the tiles bear significance in this context (compare Section 3.3
and Figure 2). The data set can be considered very noisy with such a low frequency of
informative tiles or correct labels. Coupled with the minimal contrast between informa-
tive and non-informative feature vectors in the latent space, as assessed by close-to-zero
silhouette scores (see Figure 2(B1,B2)), this complicates the training of machine learning
models significantly [49]. Against this challenging background, we compared two method-
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ologically different approaches addressing such a task: an image- and a tile-based one.
First, in the tile-based approach, we convert the problem into a noisy label problem by
working on the tile level. This has the advantage that such noisy label problems are well
known in the literature and that there are several approaches to mitigate it [44,45,49].
Evaluating the numerous methods proposed in the literature for handling noisy label
scenarios would have exceeded the scope of this paper [49]. In short, the data, the loss
function, the model and/or the training settings can be adjusted to work on noisily labeled
data sets [49]. From the approaches around the training settings, there are, for example,
co-teaching approaches where two models are trained in parallel, updating each other [45].
For our data set, for instance, approaches based on analysis and further pre-processing
are not promising, as shown in the latent space representation. In our data, as shown in
Figure 2 and measured by the silhouette score, there are no distinct, pre-formed clusters to
separate for in the latent space. In regard to published approaches to train a model with
a noisily labeled data set, we can show that independently of countermeasures like early
stopping, as the probably most easy noisy label technique, the models memorize the cases
based on their staining (compare Section 3.1). Amongst the data-based approaches is the
extensive usage of image augmentation techniques that modify the images before feeding
into the model. One major advantage of the tile-based approach is that these standard
techniques can be used without implementation effort. In regard to data augmentation
techniques, however, we can demonstrate that widely recognized memorization effects in
such a setting cannot be mitigated despite extensive usage of data augmentation methods,
even when incorporating color normalization (compare Section 3.1 with Table 2). Second,
in the case-based approach, we convert the needle-in-haystack task to a multi-instance
learning setting. Approaches in this context are designed to find the informative instances
(the needles in the given analogy) within a given bag of mostly non-informative instances
(the hay fibers or the haystack) [32,34,50]. Our contribution to this approach is adapting
data augmentation techniques. Of note, the above-mentioned standard techniques applied
on the image level prior to the model do not work. On the one hand, we can show that
image-based data augmentation techniques do not work for MIL approaches based on
pre-trained models. On the other hand, we can show that for small data, de novo model
training does not work. Thus, the data augmentation needs to take place after feature
vector creation. There, however, the number of published data augmentation techniques is
limited. Therefore, we adapted the query bag approach described by Babenko et al. that
works on tabular data [39]. Furthermore, we add random noise to every row in the table
containing the instances. By combining these data augmentation steps, we can prevent
over-fitting and can show that a MIL model can be trained to generalize. Besides modifying
the tabular data, in the MIL setting, there are approaches based on resampling the tabular
data. This resampling is often called bag mixing [33,50]. Unlike the random sampling
from bags employed in this study, bag mixing approaches proved ineffective for our data
set. Under bag remixing, an early over-fitting repeatedly occurred for the data set used
here. This can possibly be explained by the small overall data set size. Besides resampling,
there are several publications on generating synthetic tabular data for the MIL model. This
synthetic data can be generated by just interpolating between two rows. Albeit, in our case,
there is no clear separation in the latent space, and the informative instances are not known
a priori. Therefore, such approaches do not seem promising. And indeed, in isolated
experiments , we could not demonstrate any additional benefit from the incorporation of
synthetic data. Nevertheless, these were preliminary experiments, and a comprehensive
assessment of all methods for generating such data exceeds the intended scope of this
work [51,52].

4.2. Characterizing the Attributes of the Needles Discovered Amidst the Haystack

Based on the applied MIL-approach, we could identify the informative instances or
respective image tiles within the analyzed WSI. In conclusion, we are able to find the
needles within the haystack, to stick with the analogy. Looking at the histology within
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these seldom instances or respective needles, there are often image tiles that contain
small, isolated tumor formations. These isolated tumor formations are of course well-
known within the literature as tumor buds. The phenomenon is known as tumor budding,
which is a manifestation of the epithelial-mesenchymal transition [5,6]. In our data set,
it is found mostly in peripheral tumor regions (84.0% of the most informative tiles in
regard to nodal status) and only seldom found in central tumor regions (16.0%; compare
Section 3.4). Budding itself is considered to be an independent predictor of lymph node
metastasis in pT1 and in stage II CRC [6,8]. It is known to mostly occur at the infiltrating
tumor front [6], fitting to our findings. In comparison to the aforementioned peritumoral
budding, the occurrence of intra-tumoral budding has been also linked to a lymph node
metastasis with inferior scientific evidence [6,53], also fitting to our findings. In summary,
by showing that amongst the most informative image parts tumor budding is present, we
could argue for its (albeit well-known) diagnostic power. This is independent of discussions
regarding the standardized modus operandi for measuring the tumor budding content [8].
Furthermore, it is also independent of our findings in a previous study regarding the
hot spot definition for tumor budding in CRC [13]. In addition, our data set could not
show an independence between tumor budding and other histological parameters. Indeed,
according to our data, there is a correlation between the tumor budding score assessed by
pathologists and the tumor grading. In addition, both parameters correlate comparably
to the nodal status (compare Section 3.4 above). The more intriguing inquiry pertains
to whether there exists an alternative morphological feature alongside tumor budding,
or if tumor budding is the sole factor in question. In the literature, there are works on
tumor-infiltrating lymphocytes and their prognostic capabilities. In this context, there
are also image-analysis-based approaches [54,55]. Furthermore, there is evidence that the
stromal reaction does contain prognostically relevant information. In this context, there
are also publications from the field of digital pathology [56-58]. Both known, potentially
interacting image features, namely tumor-infiltrating lymphocytes and stromal reaction,
are not analyzed in our work. Based on our results, we can show by visual inspection of the
most informative tiles by a board-certified pathologist that in many tiles tumor budding
is present (compare Figure 4). Furthermore, in these tiles, the tumor formations seem
to be less differentiated. In addition to these anecdotal points, there are also statistical
considerations. The peripheral location of the most informative tiles within tumors, coupled
with their comparable statistical properties (in contrast to the outdated expert-based tumor
budding scoring discussed in Section 3.4) serves as evidence supporting the argument
that the feature identified by the MIL model is indeed tumor budding. However, to verify
this hypothesis, more experiments with known tumor budding scores per tile should be
conducted. Ideally, these scores should be generated by image analysis tools, such as the
one introduced by Bokhorst et al. [59].

4.3. Pros and Cons of Automated Prognostic Marker Measurement in General and for Future
Routine Applications

An obvious advantage of the automatic measurement of known (as in the example of
tumor budding) or unknown tissue-based markers based on HE-sections for solid tumors
in general and CRC in particular is its time efficiency and inter-rater reliability. A sig-
nificant challenge in establishing expert-defined markers, such as tumor budding, as a
standardized prognostic tool lies in their definitions” considerable variation and, notably,
in the measurement methods [6,8,60]. Moreover, the incomplete standardizations fail to
determine which image sections should be analyzed, too. Various scoring systems, such
as those for tumor budding, often rely on hot spots. But these systems frequently lack
statistical definition or may solely represent the hottest spots [13,61]. Approaches like
the MIL approach could predict, for instance, the nodal status and progress directly from
the HE WSI. For a prediction of nodal status, there would be no necessity to determine
budding status or other common predictors like lymphatic or submucosal invasion. These
models can work, as shown here, as a black box directly producing a prediction [62,63].
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Besides saving time, such black box approaches do not need expert-defined image fea-
tures to rely on. This is a major advantage, as expert time is scarce, but also a major
disadvantage, as an expert cannot confirm the results. In the sense of understandable
artificial intelligence, a retrospective analysis—as conducted here—of the most relevant
or, respectively, most informative image areas regarding their histomorphology should
be conducted. In this context, MIL approaches in general are highly useful as they per
architecture highlight the regions at question [33]. Furthermore, unlike humans, such
models MIL approaches analyze the entire image. There is no need to define a diagnostic
algorithm like for abdominal CT scans, where every part of the scan needs to be reviewed
and where the so-called mirage of the first lesion needs to be actively avoided [64,65].
Furthermore, as a fully connected neural network renders the final decision, no decision
rules or diagnostic reasoning algorithms need to be defined [64-66]. Of course, as such a
model is a black box, the reasons for certain decisions can not be easily retrieved. To be able
to understand this black box or at least make it a little more transparent, the results of such
tools could be, as in this work, compared statistically to known parameters. Or a second
and independent machine learning model, for example a MIL-based one, could be trained
to predict the information content of every image tile fed into the first model. Apart from
conducting additional experiments to elucidate the relevance of specific image areas in
regard to explainability, many machine-learning approaches require additional refinement
before becoming applicable for widespread use in a diagnostic setting: First, additional
experiments should be conducted to check the model predictions on data sets from other
institutions or so-called domains [67,68]. Second, the diagnostic accuracy of such tools,
irrespective of the domain issue, necessitates validation through testing on additional data
sets. For instance, understanding the false positive rate is crucial, particularly in light
of potential therapeutic implications. Achieving this understanding demands extensive
large-scale studies. However, in our defense, this routine application was not the focus of
the proof of principle study presented here. Third, besides these content-related considera-
tions, substantial software development is imperative to guarantee usability across diverse
technological settings, among other factors. The so-called implementation gap or last mile
gap can only be overcome through this [69].

4.4. Evaluating the Approach Employed in This Study Compared to Other Image Analysis-Based
Methods, Focusing on Targets and Constraints

In the present era, despite human evaluation remaining the gold standard in diag-
nostics, there is a growing body of literature on machine learning-based image analysis in
general, particularly in colorectal carcinoma. A comprehensive review of these publications
is beyond the scope of this section. Readers are referred to according to reviews, such as
the one by Davri et al. [70], where more than 80 publications are summarized in tabular
form. The methods used in the numerous publications vary not only in methodology
but also in their respective objectives. For instance, among the more than 80 publications
reviewed by Davri et al. [70], only two directly concentrate on tumor budding as a readout:
one by Pai et al., employing a tile-wise segmentation approach to identify diagnostically
relevant patterns in HE-sections [71], and another by some authors of this paper, focusing
on parts of the same data set from Graz through a tile-based classification method on IHC-
sections [13]. In contrast to the methodology employed in this study, both approaches are
supervised. Supervised in the sense that the diagnostically relevant structure is specified
or ground truth data for tumor budding is available. In the MIL approach described here,
the nodal status as the target is predefined, but not the tumor budding. Furthermore,
the aforementioned study by Weis et al. considers the spatial distribution of tumor budding
areas [13]. This aspect is not used in this work, as the spatial position of the image tiles is
ignored (compare Section 3.3 and Figure 4). In a subsequent study, this spatial aspect could
potentially be incorporated, perhaps by employing a graph-based approach, as suggested
by the authors of Histocartography [72]. This small number of publications for machine
learning and tumor budding is noteworthy as various diagnostic guidelines advocate
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tumor budding, and the evaluation of hematoxylin and eosin regarding tumor budding
is still deemed the gold standard, despite being acknowledged for its limited inter- and
intra-observer reliability [59]. Furthermore, among the more than 80 publications reviewed
by Davri et al. [70], five publications deal with the prediction of nodal infiltration as a
similar readout as our study here. Kwak et al. used a segmentation-based score for the
prediction of nodal infiltration [73]. Zhao et al. and Bian et al. focus on immune infiltration
in this regard, applying a tile-based evaluation with a subsequent score calculation [74,75].
Kiel et al. and Brockmoeller et al. used a score based on single-tile predictions that are
subsequently summed up [11,76]. In this context, interestingly, for example, Kiel et al.
utilized feature vectors from pre-trained networks to generate a tile-wise prediction, sub-
sequently aggregated to form a case-wise prediction, a methodological similarity to the
MIL approach employed in this study [11]. In summary, similar to the approach employed
here, these five studies, described here, utilized supervised training aimed at a diagnostic
endpoint. In this context, the lymphocytic infiltrate was identified as a pertinent feature
within diagnostically relevant image areas [11,73-76]. Tumor budding was discussed as
a potentially confounding, additional feature [11,76]. Irrespective of the methodological
approach and the diagnostic focus, a commonality among most publications, including the
MIL-based tool discussed here, is the limited integration of these tools into routine practice.
A primary hurdle in this regard is that many approaches were specifically developed
for a particular data set, as is evident in this case. To be applicable in routine practice,
a process known as domain adaptation is essential [67]. For example, variations in HE
staining protocols across institutions are so substantial that a model trained and validated
in one location cannot readily apply in another. This study seeks to address this issue
through the application of color normalization by using a tool from a prior publication
(compare Section 2.1.3 above) [18]. Nevertheless, unlike certain aforementioned studies,
the methodology presented here has not been validated on an additional independent data
set, a task reserved for future investigations. However, the accompanying code is provided
openly, enabling other research groups to implement and adapt this approach to their own
data sets readily.

5. Conclusions, Limitations and Outlook

The work presented has two major findings: First, we can demonstrate the feasibility of
combining MIL with data augmentation techniques tailored for tabular data. This integra-
tion allows for the application of machine learning to case-based annotations, exemplified
in our study by the nodal status in CRC, even when working with small datasets, such as
the 117 cases analyzed in this study. Second, the MIL approach, operating unsupervised
at the tile level, validates the significance of tumor budding as a diagnostic morphologi-
cal pattern. This confirmation is derived from observing a disproportionate presence of
tumor budding in diagnostically relevant areas, aligning with existing literature on the
subject. At least for the small data set here, we can show that the MIL-based approach
produces similar results as the human-evaluation-based tumor budding score. Concerning
limitations, the primary constraint is the small data set sourced from a single center. While
we employed color normalization to address domain issues, such as staining variations,
validating the tool on external datasets is imperative. Of course, such validation is not
sufficient for routine use. In addition to various technical aspects (e.g., setting up an API),
extensive clinical validation would also be necessary. Concerning outlook, in the future,
MIL-based approaches can be used in various settings. For instance, tumor budding is not
only a known prognostic factor in CRC but also in squamous cell carcinoma of the head
and neck region [77]. So, future studies could easily apply the herein presented approach
to tumor budding questions in other organ systems. Furthermore, as the herein-described
adaptions for small data sets are not limited to tumor budding at all, the approach could
be used for small data sets of, for example, uncommon tumors. For example, to stay in
the head and neck region, such approaches could be used for differentiating rare spindle
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cell lesions of the oral cavity, where at the end, undifferentiated sarcoma types need to be
separated from spindle cell carcinoma [78-81].

Supplementary Materials: The following supporting information can be downloaded at:
https:/ /www.mdpi.com/article/10.3390/app14020949/s1, Figure S1: Overview of the complete
workflow; Figure S2: Workflow for the segmentation of a HE-stained histological images; Table S1:
Palette for segmentation labels; Figure S3: Workflow for the classification of HE-images; Figure S4:
Data set preparation for the classification of HE-images.
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Abbreviations

The following abbreviations are used in this manuscript:

MIL multi-instance learning

WSI whole slide image

AUROC  area under the receiver operating characteristics
AUC area under the curve

Bo2No mapping tumor border to nodal status
Ce2No mapping central tumor to nodal status
CNN convolutional neural network

CRC colorectal carcinoma

FPR false positive rate

GAN generative adversarial network

HE hematoxilin and eosine

HGIEN high grade intra-epithelial neoplasia
IEN intra-epithelial neoplasia

LGIEN low grade intra-epithelial neoplasia
ROC receiver operating characteristics
ResNet residual neural network

TPR true positive rate

WSI whole slide image

SP salt-and-pepper noise

N- nodal negative/pNO

N+ nodal positive/pN1-2

UICC Union for International Cancer Control
PCA principal component analysis

UMAP Uniform Manifold Approximation and Projection
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