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Featured Application: This wearable system employs innovative sonification techniques to en-
hance balance and overall physical awareness. It offers rehabilitation and healthcare sectors an
accessible and intuitive tool for balance training and physical conditioning, where monitoring
and improving postural stability is crucial.

Abstract: This paper presents the design, development, and feasibility testing of a wearable sonifica-
tion system for real-time posture monitoring and feedback. The system utilizes inexpensive motion
sensors integrated into a compact, wearable package to measure body movements and standing
balance continuously. The sensor data is processed through sonification algorithms to generate
real-time auditory feedback cues indicating the user’s balance and posture. The system aims to
improve movement awareness and physical conditioning, with potential applications in balance
rehabilitation and physical therapy. Initial feasibility testing was conducted with a small group of
healthy participants performing standing balance tasks with eyes open and closed. Results indicate
that the real-time audio feedback improved participants’ ability to maintain balance, especially in
the case of closed eyes. This preliminary study demonstrates the potential for wearable sonification
systems to provide intuitive real-time feedback on posture and movement to improve motor skills
and balance.

Keywords: sonification; auditory feedback; movement awareness; balance; wearable

1. Introduction

As our society grapples with an aging population and increased incidence of gait-
and balance-related disorders [1–3], the need for innovative, accessible, and user-friendly
interventions becomes critical. The Internet of Things (IoT) has become an integral part of
our everyday lives used to enhance human–machine interfaces (HMI), which allow users
to interact and perform tasks. The common forms of HMI are windows, icons, menus,
and pointers in personal computers and finger gestures with touch screens or motion
sensors. Nevertheless, beyond the control of fingers to strike keys or swipe a screen, greater
movements of the fuller body are being examined through wearable technologies. It is
argued that movement- and biosensor-based interactions will reach beyond the conven-
tional HMIs, primarily visually mediated and physically constrained, to encompass greater
movement expression and awareness through their sensing of the fuller body [4–6]. In
terms of market adoption, studies have shown that wearable technologies would be used
willingly to monitor health [7–11]. One purpose of this monitoring is to capture continuous
movement data [9]. Continuous data can potentially improve patient experience, facilitate
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clinical evaluation [12], and provide information on the quality of movement via realistic
pictures of patient functioning during rehabilitation [13].

An increasing number of commercially available low-cost, off-the-shelf devices and
open-source software have created opportunities for manufacturers, designers, engineers,
technologists, and researchers to design and develop devices that can be worn and enhance
interactions between them and their users. When deployed in motion-aware applications,
these wearables can improve awareness of the limb’s position, movement, and gait ac-
tivities [5,14–17]. Wearable technologies for accurate gait event detection have come in
many different forms, such as inertial measurement units (IMUs) [5,17–20] with embedded
sensors, including accelerometers [21–25] and gyroscopes [26–28].

Sonification is a process of using non-speech audio to convey information to users [29].
The application of sonification in gait and rehabilitation is a growing area of interest [17,30–33].
It involves translating gait characteristics captured by wearable technology into auditory
feedback, aiding in establishing rhythmic and harmonious gait or movement patterns.

The integration of IoT, wearable technology, and sonification offers a promising av-
enue for personalized healthcare interventions [10,11,33]. The integration of IoT and wear-
able technology in this study offers a transformative approach to enhancing movement
awareness, especially through the innovative use of sonification. By leveraging affordable,
compact motion sensors, the research focused on developing a user-centric feedback system
and applying sonification techniques for continuous body movement measurement. This
facilitated real-time, data-driven insights, crucial for improving physical awareness and
balance, particularly for individuals with movement disorders.

2. Related Work

This literature review investigated the developments of wearable technologies and
approaches to providing auditory feedback to enhance gait and rehabilitation outcomes
through sonification.

An earlier study by Khandelwal and Wickstrom [23] used accelerometer signals to
detect gait events such as heel strike (HS) and toe off (TO) in a normal gait cycle. To
use accelerometers for continuous monitoring or long-term analysis, they developed an
algorithm to incorporate the magnitude of the resultant accelerometer signal, obtained from
each axis of the three-axis accelerometer, into time-frequency analysis to detect gait events.
Their algorithm was validated for its accuracy and robustness using gait experiments
conducted in indoor and outdoor environments. The experiment involved gait event
detections with varying speeds, terrains, and surface inclinations. However, their algorithm
was only developed for a single accelerometer around the ankle. It did not account for the
impact due to the left or right foot and the applicability of a multi-accelerometer setup with
improved accuracy. Other researchers have found that a gyroscope is the preferred device to
detect gait events (HS and TO), because its measurements are not sensitive to the body part
where it was placed [26–28]. Gouwanda et al. [27] developed a low-cost wearable wireless
gyroscope worn around the foot and ankle to identify gait events. The gyroscope was
coupled with an Arduino Pro Mini for (i) converting raw sensing data to angular rate values,
(ii) detecting HS and TO, and (iii) transmitting data to a computer for processing. However,
in their experiment, the reliability and accuracy of the wireless gyroscope deteriorated over
an extended period. Our investigation identified that the reduced reliability and accuracy
of wireless gyroscopes over extended periods could stem from multiple sources. These
included the physical deterioration of sensor components, challenges in maintaining system
synchronization over time, and accumulated errors and other limitations inherent in the
algorithms presented in the literature. Therefore, developing a more resilient algorithmic
framework could mitigate these issues, and capitalizing on the advantages of low-cost,
single wearable sensing technology could be a feasible solution.

Auditory feedback in wearable technology, especially in the form of sonification, has
demonstrated its potential to enhance motor coordination and gait rehabilitation [17,30–32].
Sonification signals generated according to different types and magnitudes of body motions
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can provide crucial feedback, especially during a gait cycle and other time-related activities,
to assist a person in the perception of their movements [34,35]. For the last decade, rhythmic
auditory cueing has been used to transform human movement patterns into sound to
enhance perception accuracy [36]. Auditory feedback has been widely used to allow
users to perceive their movement amplitudes and positioning better and to enhance motor
recovery during rehabilitation [37–39] and in the execution, control, and planning of
movement [33,36]. Auditory feedback has also been shown to influence postural sway,
where acoustic properties of the auditory stimuli might be more influential in reducing sway
than any position or velocity information encoded in the stimuli [40–42]. Auditory feedback
has been shown to improve motor performance in skills such as balancing compared to
purely visual feedback [43]. Swaying movements outside a balance reference region have
been corrected by a tone mapped to this movement acceleration in the mediolateral and
posterior–anterior directions [33,41,44].

In the context of Parkinson’s disease, sonification, especially when incorporating mu-
sical elements, has shown promising results in improving balance [32]. Another study [30]
highlighted that the presence or absence of auditory cues can facilitate or hinder typical
motor patterns and stability in gaze. The authors investigated the effects of concurrent ver-
sus delayed auditory feedback and found that concurrent auditory feedback was beneficial
compared to delayed auditory feedback. The delayed auditory feedback led to significant
distractions and irritations, significantly affecting the participants’ movement performance.
Similarly, a recent study by Wall et al. [15] has investigated sonification through manipulat-
ing acoustic features (e.g., pitch, timbre, amplitude, tempo, duration, and spatialization)
and their potential to influence gait rehabilitation. They found that manipulating acoustic
feedback played a vital role in user engagement and enhanced therapeutic outcomes.

The complexities of auditory feedback’s impact on motor tasks have been highlighted,
suggesting it can both aid and impair motor execution depending on the sound parameters
such as timing [30], volume [31], pitch [17], and continuous or discrete [45–47]. Discrete
auditory feedback (DAF) has been used extensively to cue and time walking gait via metro-
nomic or musical beats, and is commonly referred to as Rhythmic Auditory Stimulation
(RAS) [47,48]. Roger et al. [47] suggested that cueing the step in a walking gait with a
beat or a metronome as DAF may not be adequate for sonifying the continuous gait state.
Between these beats were intervals that could be further sonified to express the richness of
the change in the swing of the legs between these footsteps. Continuous auditory feedback
(CAF) provides information on the unfolding and continuous state of movement. CAF
appears promising to help and guide people to perform a specific movement consistently,
which may avoid any potential injury, improve the quality of their movement, or potentially
regain normal function for those with movement disorders [45,49,50]. CAF can reduce
participants’ delays in tracking screen-based targets with manually operated joystick and
Wacom pen input devices [51]. One plausible explanation would be that CAF eases partic-
ipants in continuously estimating and correcting on-screen targets’ trajectories between
their start and end points, thus leading to better tracking accuracy [46].

Although previous studies have contributed to our understanding of the effects of
auditory feedback, research is needed into personalized auditory feedback systems that
account for individual variability in gait and rehabilitation responses. Further exploration
into integrating auditory cues as a form of feedback mechanism in wearables could also
enhance user experience and outcomes. Therefore, this study aims to design, develop,
and feasibility test an auditory feedback system prototype for balance training. Balancing
is informed via discrete bell-like tones combined with continuous tones that are directly
modulated via the rotation of the torso to adjust their brightness. These two auditory
mechanisms aim to signal users when they move away from their center of mass (CoM)
to aid in balance correction. In this study, we sought to address the following research
questions (RQ):

1. RQ1: Is a low-cost IMU device attached to the torso an effective means of generating
data to provide auditory feedback for balance correction?
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2. RQ2: Do continuous and discrete tones generated from balance rotation movements
aid in correcting balance back to a desired reference region?

3. Materials and Methods

The proposed low-cost wearable sonification system is aimed to provide users with
continuous and discrete auditory feedback during their movement awareness. The system
was designed and evaluated in the laboratory setting to offer insights into the appli-
cation in real-life situations to enhance balance awareness and control for healthy and
pathological populations.

Figure 1 provides an overview of the design and development process for the system,
which can be divided into two primary stages. The first stage was the design of the
wearable device, which consisted of an inertial measurement unit with an algorithm
that captured relevant movement data. The second stage involved the development
of the sonification system, including continuous and discrete auditory feedback, which
converts the movement data into appropriate sonified features that provide feedback to the
participants on their state of balance. Finally, we evaluated this comprehensive system to
test its ability to inform participants of their balance via its unique approach to auditory
feedback under laboratory conditions.
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feedback system.

3.1. Design of the Wearable Device

The wearable device, WT901BLECL, is a commercially available IMU sensor from Wit-
Motion©, WitMotion Shenzhen Co., Ltd., Shenzhen, China (Figure 2), which offers wireless
data transmission via its built-in Bluetooth chip nRF52832 and has a built-in 260 mAh
rechargeable battery. The model WT901BLECL was selected because of the reasonable
performance of its embedded motion sensor MPU9250 at measuring rotation, angular
velocity, and acceleration in x, y, and z directions, as well as its compact form factor and
light weight, making it easy to attach to participants’ bodies with Velcro-style strapping,
eliminated the need for cables, enhancing user comfort and mobility. When the IMU unit
was attached to a participant’s body, its x-axis rotation was about the human anatomical
sagittal plane, while its z-axis rotation was about the frontal plane. The IMU also has built-
in Kalman filtering that removes noise from the raw data it records, thereby enhancing
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the accuracy of the results. As illustrated in Figure 1, the IMU captures the participant’s
movement data. Then, the digitalized signal is transmitted over Bluetooth to an ordinary
laptop computer. MATLAB (R2022b) was used on the computer to ingest the data and
extract the features to trigger the sonification process. Once a trigger is received, the Max©

(version 8) software by Cycling’74 will generate a sonified signal. This signal can be played
back to the participant either through the computer’s speakers or transmitted via Bluetooth
to headphones.
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After several trials, we found that positioning the IMU on the sternum offered the
most uniform location for all participants, ensuring consistent and reliable torso measure-
ment. Before each experiment, a calibration process was conducted while the participant
remained stationary. The process involves the collection of 50 angular rotation samples at
the participant’s sternum, from which an average is computed to establish a reference point.
The actual angular rotation values, i.e., angular displacement, are determined during the
experiment by subtracting this reference value from the sensor’s raw data. This method
ensures an accurate estimation of the sternum’s position and orientation.

3.2. Software and Hardware Integration

The IMU was configured to stream data to MATLAB for data processing and then
perform sonification through Max. MATLAB’s serialport() function was used to monitor
the serial communications and retrieve the sensor’s rotation and acceleration data. The
retrieved data were processed and stored in a matrix form. The plot() function was used
for real-time data visualization.

After storing the sensor’s rotational and acceleration data, MATLAB sent this data
to Max through a loopback Internet Protocol (IP) address using User Datagram Protocol
(UDP)—a communication protocol for time-sensitive data transmission. Once the data were
received, Max utilized its Open Sound Control (OSC) function for real-time sonification.
In this context, Max acted as the sonification platform, translating the sensor data into
auditory signals, allowing users to hear the sensor data and offering an innovative method
to interpret and interact with the information in real time.
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3.3. Developing the Sonification System

The auditory feedback used in this study combined continuous and discrete tones to
indicate the participant’s balance state. The discrete tone was a bell sound triggered by
the participant rotating outside the reference region, as illustrated at the top of Figure 3.
The reference region was based on a 5% rotational deviation on either side of the reference
datum collected in the calibration process. The continuous tones were shifted via an
increase or decrease in the center frequency of a bandpass filter over a selection of tuned
oscillators. The auditory effect was to brighten the tones as the rotation increased away
from the reference region or, conversely, dull these tones as the rotation decreased in the
region through the sagittal plane of movement, as shown in the lower half of Figure 3.

Appl. Sci. 2024, 14, x FOR PEER REVIEW 6 of 16 
 

The reference region was based on a 5% rotational deviation on either side of the reference 
datum collected in the calibration process. The continuous tones were shifted via an in-
crease or decrease in the center frequency of a bandpass filter over a selection of tuned 
oscillators. The auditory effect was to brighten the tones as the rotation increased away 
from the reference region or, conversely, dull these tones as the rotation decreased in the 
region through the sagittal plane of movement, as shown in the lower half of Figure 3. 

 
Figure 3. The CAF system takes sagittal rotation data to generate continuous and discrete tones. 

Cueing movement with auditory feedback that changes outside a reference region 
follows the approach used by [42,44]. In those studies, an auditory sinusoidal tone was 
increased in frequency when the participant accelerated in the anterior direction and de-
creased when the participant accelerated in the posterior direction whilst trying to bal-
ance. We sought to implement our sonified signal based on this relationship, as it has been 
demonstrated as a promising approach. In this study, we further improve it by combining 
continuous tones that were brightened as the rotation increased or conversely dulled as 
the rotation decreased, with a discrete bell tone that signaled the movement outside of the 
reference region in the sagittal plane. Figure 4 shows the proposed flow structure for re-
trieving data from the sensor and providing sonification to the user. 

Figure 3. The CAF system takes sagittal rotation data to generate continuous and discrete tones.



Appl. Sci. 2024, 14, 816 7 of 16

Cueing movement with auditory feedback that changes outside a reference region
follows the approach used by [42,44]. In those studies, an auditory sinusoidal tone was
increased in frequency when the participant accelerated in the anterior direction and
decreased when the participant accelerated in the posterior direction whilst trying to
balance. We sought to implement our sonified signal based on this relationship, as it
has been demonstrated as a promising approach. In this study, we further improve it by
combining continuous tones that were brightened as the rotation increased or conversely
dulled as the rotation decreased, with a discrete bell tone that signaled the movement
outside of the reference region in the sagittal plane. Figure 4 shows the proposed flow
structure for retrieving data from the sensor and providing sonification to the user.
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The auditory feedback system was designed to guide users in real-time to maintain
balance while performing a one-leg balance task. The IMU sensor, attached to the partici-
pant, started to read sagittal plane rotation data. This data was used to establish a baseline
(datum) from the average of 50 sensor samples. From this datum, a minimum or maximum
threshold was set at 5% on either side to detect significant deviations in balance.

Information collected by the sensor was sent to MATLAB, which processed and
converted them into readable acceleration and angular data. The processed data were then
graphed in MATLAB for real-time observation and sent concurrently to Max. In Max, the
data underwent further processing to become sonified signals, triggered based on one of
two responses: (1) If the rotation data crossed the predefined thresholds, a discrete bell
tone was generated to alert the user of a loss of balance. (2) For less critical deviations,
the data were scaled and mapped to modify the cut-off frequency of a continuous tone.
This continuous tone changes in pitch (or brightness) to provide subtle feedback on the
user’s position relative to balance. These auditory cues are transmitted to the user through
headphones, providing a sonic representation of their balance in real time. The movement
sonification system files can be found in the Supplementary Materials for reference.

Whilst not seeking to time movement events as in other research, we used discrete
tones to indicate a threshold was exceeded as an unmistakable sound moment in a corrective
manner. This discrete sound moment can contrast and define movement regions with the
continuously changing tone.

We agreed with Rodger et al. [47] on the need for a dynamic movement unfolding
using CAF. While Roger et al. [32] applied this concept to walking gait to denote the leg’s
swing phase, we have adapted it to balance training as the CoM movement could benefit
from real-time CAF to correct this movement back into a reference region and enhance
kinesthetic awareness.
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4. Evaluation of the Wearable Auditory Feedback System

Four participants took a standing balance test for this pilot study. Standing balance
tests were conducted to establish the effectiveness of the wearable system, particularly in
evaluating how accurately the IMU unit captures rotation around the x-axis in the sagittal
plane and rotation about the z-axis in the frontal plane. The IMU sensor was attached to the
sternum of each participant and calibrated, as mentioned in the last section. The sensors
were configured with a sampling rate of 10 Hz. The auditory feedback was provided
to the participant via headphones through an audio interface that converted the digital
signal from the Max software into an analog signal (see Figure 4). The test conditions
were as follows:

• Test 1: the participant stood on one leg with open eyes, and no audio feedback
was provided.

• Test 2: the participant stood on one leg with eyes closed, and no audio feedback
was provided.

• Test 3: the participant stood on one leg with their open opens, and audio feedback
was provided.

• Test 4: the participant stood on one leg with eyes closed, and audio feedback was provided.

Each test was conducted for 60 s, a timeframe specifically chosen to gather suffi-
cient data for statistical analysis. This approach helps mitigate the impact of noise and
potential errors in the data collection process, thereby enhancing the reliability of the
experimental results.

5. Results
5.1. Validation of the Auditory Feedback System

The auditory feedback system has been designed and configured to ensure seamless
interaction between the IMU sensor and MATLAB, subsequently bridging MATLAB with
Max. Figure 5 presents how this data transfer precipitates a dynamic alteration in the audio
output, which is visualized in real-time with MATLAB’s plotting functions.
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Figure 5 illustrates the verification of integrating the IMU sensor with MATLAB,
where the measurements indicated a stable output from the sensor with no data loss during
transmission. The software subsequently executed tasks such as filtering and smoothing to
prepare the data for sound sonification via Max. Max generated two auditory feedbacks, i.e.,
continuous and discrete bell tones (see Figure 4). These sounds correspond to the specific
5% thresholds indicated by the sensor, confirming the system’s capability to provide clear
and immediate auditory feedback for discrete events.

5.2. Evaluation of Auditory Feedback for Balance Correction

Here, we analyzed how the participant responded to the auditory feedback in the
four test conditions. All four participants engaged in each of the four tests to maintain
consistency across the data set. Generally, we found that Test 4, eyes closed with auditory
feedback, had a greater effect across the participants when compared to Test 2, eyes closed
with no auditory feedback. Figure 6 shows that the deviation from the reference point in
the x dimension can be visually seen as less in Test 4 when auditory feedback was provided
than in Test 2.
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Figure 7 presents the spectrogram for Test 2 and Test 4, without and with auditory
feedback, respectively. Without auditory feedback to inform the participant about their
movement, the spectral display’s brightness is relatively continuous and uniform. This
indicated that without auditory stimulus, the participant was unaware of the position
relative to the reference region and hence did not elicit any change in their movement.
Conversely, when auditory feedback was provided, bright and discrete flashes at specific
intervals signified the bell tones triggered when the participant’s movement deviated from
the sagittal plane’s reference region. These bell tones served as auditory cues, informing
the participant of their movement’s misalignment with the desired range. The periodic
appearance of these bright markers against the darker background of continuous frequen-
cies demonstrates the feedback system’s functionality in alerting the participant through
discrete auditory signals.
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Figure 8 presents a participant’s mean time series data across four balance tests. It was
evident that the participant’s recovery time to the reference region when balancing on one
leg with eyes open shows negligible difference, irrespective of auditory feedback. However,
when the participant’s eyes were closed, auditory feedback significantly improved their
recovery time to the reference region, unlike when no feedback was provided. This is
demonstrated by the less pronounced time changes in returning to the reference region
with auditory guidance, suggesting an enhanced stabilization effect under these conditions.
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6. Discussion
6.1. Feasibility of a Low-Cost Auditory Feedback System

In this feasibility study, we explored whether the continuous and discrete tones
generated from balance rotation movements can aid in correcting balance back to a desired
reference region. The results from the validation process demonstrated that the system
could provide reliable and dynamic auditory feedback in real time based on the input
from the IMU sensor. Integrating the sensor with MATLAB, and subsequently with Max,
has been established to be effective for modulating auditory signals corresponding to
physical motion.

The discrete tone was generated when the user’s rotation angle in the sagittal plane
was recorded at predetermined values. These values were obtained during the calibra-
tion process. The reference angle on the sagittal plane was then sent to the Max, where
two threshold parameters were set. These values were ±5% × average angle, indicating
that a loss of balance has occurred. The discrete tone was generated corresponding to a
sine wave with a frequency of 440 Hz, and once triggered, the bell tone was produced for
800 milliseconds. The frequency of 440 Hz was chosen as it acted as a fundament tone and
worked well with the continuous audio system in parallel.

The IMU device utilizes variations in rotation from a predetermined reference point
to drive the sonification process, designed to inform the participant of their positional
deviations and guide them back to the reference area through changes in auditory feedback.
While we envisage incorporating the sensor into a custom-made garment crafted from
aesthetically pleasing, lightweight, and elastic viscose fabrics for comfort and ease of
movement (as outlined in [12]), this study primarily focuses on assessing the efficacy of
the sonification process in conjunction with the IMU sensor. Although significant, the
development and integration of the wearable device with the garment fall outside the
immediate scope of this research.

6.2. Enhancing Kinesthetic Awareness through Discrete and Continuous Auditory

This study has illustrated a dual strategy of auditory cues for movement awareness,
comprising continuous and discrete sounds. The CAF system, intricately mapped to a
continuous data stream, allowed the participant to cue their movement and correct their
position back to a reference region to attain balance. This approach is built on the dynamic
auditory response that directly mirrors the participant’s spatial orientation in relation to
the reference region boundary. The continuous tones that varied in brightness correlate
with the rotation intensity. As the participant’s rotation increased, the tones brightened,
enhancing the auditory representation of movement magnitude. Conversely, as the rotation
decreased, the tones became progressively duller, providing an intuitive auditory dimming
in response to the reduced activity (Figure 7).

In addition to continuous tones, the system incorporated a discrete bell tone to signal
deviations from the reference region within the sagittal plane. This discrete auditory cue
provided a clear and immediate indication of movements that exceeded the predefined
threshold, acting as an alert mechanism to return to the reference region. Interestingly,
these results were most evident in the eyes-closed settings, where the amount of sway and
the time it took to return to the center of the reference region was reduced with the aid
of auditory feedback (Figure 8). This observation agrees with earlier research on stance
and audio biofeedback [42,44] that found a reduction in postural sway in eyes-closed
participants with the addition of audio biofeedback, as it helped the participants partially
overcome the deficit in visual feedback. Another study [40] has shown that adding white
noise has reduced postural sway in eye-open and eye-closed standing balance tests.

The effectiveness of the proposed system in aiding participants in returning to their
reference region was evident in the results. Upon analyzing the audio files generated for
Tests 3 and 4, a few initial observations can be made. In Test 4, the bell tone provided a clear
indication when the reference region was exceeded; this was a clear cue for the participant
to return to the reference region, and this correction took a mean of approximately 5 s
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compared to a mean of roughly 15 s in settings without auditory feedback. The continuous
sound, represented as a sharpening tone before the bell tone, provided a cue to participants
to anticipate the reference region boundary. Specifically, in Test 3, the bell tone only signaled
one reference boundary crossing. The eyes-open condition did not require the auditory
sense as much as that of closed eyes. This was most evident when comparing the time
series graphs of the rotation angles for Tests 3 and 4 (Figures 6 and 8).

This initial analysis underscores the essential role of auditory feedback in balance con-
trol and postural stability. This finding agrees with previous studies demonstrating that au-
ditory feedback effectively reduced postural sway in various sensory conditions [40,42,44].
While confirming the potential of auditory feedback in therapeutic applications to enhance
balance, its application in gait analysis presented in our previous study [45] is important.
We noted there that it is crucial to distinguish a focus of the study, which here is balance,
whereas the earlier paper [45] was focused on gait. Given the differences between move-
ment types and assessment objectives in these two studies, a direct comparison may not
yield meaningful insight. We believe that this current study, focused on balance, contributes
to understanding the application of auditory feedback in balance control. Moving forward,
we suggest that future research focus more on gait analysis. That would entail exploring
how auditory feedback could effectively be integrated into gait training and rehabilitation,
thereby extending the scope of its application.

6.3. Limitation and Future Work

This feasibility study provided valuable insights into integrating an IMU sensor
with MATLAB and Max to deliver auditory feedback in a sonification application. The
initial results are promising, showing that the auditory feedback system could inform
participants of movements outside the reference regions. However, some limitations
should be considered when interpreting these findings.

Our current system setup relied on an ordinary laptop computer that served as the
primary medium for processing the data collected by the IMU and subsequently delivering
the auditory tones to the users. These tones were transmitted to the users through the same
computer setup. It is acknowledged this method of data collection and feedback provision,
while effective for the controlled conditions of our study, may present issues in terms of
portability and convenience. The use of a more compact and user-friendly device, such as a
smartphone, could significantly enhance the applicability and accessibility of this system
and warrants further investigation.

We did not conduct a comprehensive cost-analysis of the auditory feedback system;
our ‘low-cost’ term referred to the cost-effectiveness attributed to the use of off-the-shelf
sensors, open-source software (for data processing and auditory feedback delivery), and an
ordinary laptop computer, which has a significantly lower price when compared to systems
that involved high-end motion capture or camera systems. Therefore, our system should
be viewed cautiously until a thorough cost assessment is conducted. We recommend that
future iterations of this research include a complete cost analysis, considering the wearable
design, the software development costs, maintenance, and any potential future updates.

We tested the prototype with four participants, which limited the participant sample
size. However, we believe that the consistency and control offered by this approach do not
diminish the validity of our proof-of-concept. The findings of this study are intended as
an initial exploration, and a larger and more diverse cohort would have enabled a more
comprehensive understanding of the system’s efficacy across different demographics and
movement patterns. As such, the current results may not be generalizable to a wider
population. Future research should aim to recruit a larger and varied sample to validate
these findings and enhance the study’s external validity.

That said, the CAF system has shown promise in enabling participants to adjust their
movements in relation to a reference region and the specific mechanisms by which the
combination of continuous and discrete tones contributed to movement correction remain
unquantified. Our reliance on an off-the-shelf IMU sensor does require further validation
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against established measurement tools to confirm the accuracy of the auditory feedback
relative to actual movement. As such, in future work, measuring CoM movement on a force
plate accompanied with time-synchronized video footage will be essential to understand
the movement response to the auditory feedback.

The reference regions were derived from preliminary data, which may not have
captured the full range of movement dynamics. This could have affected the sensitivity
and specificity of the auditory feedback, potentially leading to false positives or negatives
in signaling movement outside these regions. Future studies should focus on refining the
calculations for reference regions, possibly by incorporating machine learning algorithms
that can adapt to a more comprehensive array of movement patterns.

7. Conclusions

This feasibility study explored whether continuous and discrete tones generated from
balance rotation movements can aid in correcting balance back to a desired reference
region. The results demonstrated the efficacy of the auditory feedback system in enhancing
participants’ ability to maintain movement within the specified reference region.

Specifically, in addressing RQ1 on whether a low-cost IMU device attached to the
torso effectively generates data for auditory feedback, the validation results showed that
the IMU sensor data could be reliably integrated with the sonification algorithms to pro-
duce real-time auditory cues. The changing continuous tones and discrete bell sounds
directly corresponded to the participants’ movements, confirming the feasibility of using
an inexpensive wearable sensor for posture data.

For RQ2 on whether the auditory feedback aids in balance correction, the reduced
sway and faster recovery times evident in the results, particularly for the eyes-closed
condition, indicate that both the continuous and discrete tones helped guide participants
back to the desired reference region. The auditory cues likely enhanced their movement
awareness and supported more rapid balance adjustments.

In summary, this preliminary study demonstrates the potential for wearable soni-
fication systems using low-cost IMU sensors and real-time audio feedback to improve
movement control and balance. The auditory augmentation provides an intuitive sensory
channel for conveying postural information to facilitate skill acquisition and rehabilitation.
Further research with more extensive testing is warranted to optimize and validate the
approach for balance applications and other movement-based needs.

Supplementary Materials: The following supporting information can be downloaded at https://doi.
org/10.5281/zenodo.10477131 (accessed on 14 January 2024). The dataset comprises the following:
1. MATLAB code and Max patches, both presented in MATLAB file format. 2. The input data from
the IMU provided in a CSV file format. 3. the corresponding outputs presented in the form of audio
tones, which are made available as MP3 files.
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Abbreviations

CAF Continuous auditory feedback
CoM Center of mass
DAF Discrete auditory feedback
HS Heel strike
HMI Human–machine interfaces
IMUs Inertial measurement units
IP Internet protocol
IoT Internet of things
OSC Open sound control
RAS Rhythmic auditory stimulation
TO Toe off
UDP User datagram protocol
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