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Abstract: To address the challenges posed by high data dimensionality and class imbalance during
intrusion detection, which result in increased computational complexity, resource consumption,
and reduced classification accuracy, this paper presents an intrusion-detection algorithm based
on an improved Random Forest approach. The algorithm employs the Bald Eagle Search (BES)
optimization technique to fine-tune the Kernel Principal Component Analysis (KPCA) algorithm,
enabling optimized dimensionality reduction. The processed data are then fed into a cost-sensitive
Random Forest classifier for training, with subsequent model validation conducted on the reduced-
dimension data. Experimental results demonstrate that compared to traditional Random Forest
algorithms, the proposed method reduces the training time by 11.32 s and achieves a 5.59% increase
in classification accuracy, an 11.7% improvement in specificity, and a 0.0558 increase in the G-mean
value. These findings underscore the promising application potential and performance of this
approach in the field of network intrusion detection.

Keywords: machine learning; data dimensionality reduction; cost sensitive; Random Forest;
intrusion detection

1. Introduction

With the increasing risks in network security, the implementation of effective intrusion-
detection mechanisms has become a crucial strategy for safeguarding computer systems
and network security [1–4]. Traditional intrusion-detection methods heavily rely on known
attack patterns and behaviors, acquired through expert knowledge or historical data. Con-
sequently, their effectiveness in detecting new and unknown attack methods is limited [5,6].
In addressing this issue, decision tree algorithms [7], in the form of attribute splitting,
have improved the efficiency of intrusion detection by classifying network behaviors and
determining their involvement in the intrusion process. However, these methods often
neglect the aspect of detection accuracy. Support Vector Machines, on the other hand, excel
in intrusion detection with superior accuracy and classification efficiency when dealing
with a limited-data experience. However, they face significant challenges in encoding and
normalizing data, particularly with the emergence of novel unknown attack methods, mak-
ing them less suitable for the evolving landscape of information technology [8]. K-means
clustering, known for its speed and interpretability, has also found its place in intrusion
detection. It excels in grouping similar instances into subsets for intrusion determination.
However, it exhibits sensitivity to outliers and the difficulty of determining the optimal K
value [9].

Currently, with the development of new information technologies, such as the Internet
of Things, cloud computing, and big data, the issue of information security is increasingly
emphasized. In order to guarantee the security of data, a large number of models for
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classification and avoidance, facilitated by focusing on the behavior of different nodes,
have been generated, such as the Enhanced Random Forest Classifier (ERF-KMC) with
the K-mean clustering algorithm, which helps to accurately classify the attacks so that the
system can more accurately block the attacking information and protect the security of the
information [10], and the Improvement of Mutant Bald Eagle Search (IMBES) optimizer
optimization of the Kernel Extreme Learning Machine (KELM) model, which predicts data
information as points and analyzes parameter confidence intervals through point density
metrics as system security intervals and reduces the interference caused by errors [11];
encrypting traditional standard protocols through elliptic curve encryption technology,
which guarantees the network and data security while meeting the network time constraints,
is also a way to solve the problem [12]. And the intrusion-detection mechanism as the
second security protection mechanism, through the real-time monitoring of the network,
can ensure the security of network resources at the same time but also effectively reduces
the losses caused by network attacks. In contrast, the Random Forest algorithm stands
out as a favorable approach in the field of intrusion detection and has seen extensive
exploration and applications [13,14]. As research has progressed, the literature [15–18]
has compared various datasets commonly used in intrusion detection, revealing their
complex high-dimensional nature and the imbalance between positive and negative classes.
These characteristics can lead to lower detection rates for certain classes. Nevertheless, the
Random Forest algorithm, when dealing with large datasets, demands the construction
of multiple decision trees and ensemble integration. When computational resources are
limited, this can result in excessive resource consumption and reduced computational
efficiency. Additionally, when high-dimensional sparse data serve as the input to the
classification algorithm, the similarity between data samples becomes pronounced, making
it challenging to identify effective split points. Furthermore, the Random Forest employs
Gini impurity [19] in node splitting, which tends to favor majority classes in imbalanced
datasets, resulting in poor classification performance for minority classes.

To address the challenges posed by high-dimensional data and class imbalance in
the Random Forest algorithm, researchers have primarily focused on two approaches:
data dimensionality reduction and feature selection. To improve classification accuracy
when facing imbalanced datasets, efforts have been made at the data, algorithm, and
decision levels. When dealing with high-dimensional datasets, the literature [20–23] has
employed feature selection methods to reduce dataset dimensionality by selecting the most
relevant features. However, this approach may inadvertently remove some useful features,
potentially leading to the loss of inter-feature relationships. The literature [24] has explored
the combination of Principal Component Analysis (PCA) and Linear Discriminant Analysis
(LDA), mapping the original feature set into a lower-dimensional space and subsequently
applying the reduced data to classifier training, offering a direction for data dimensionality
reduction in intrusion-detection scenarios. Moreover, to address the issue of classification
results leaning toward majority classes due to a class imbalance, the literature [25] has
combined adaptive oversampling, undersampling clustering algorithms, and Gaussian
mixture models at the data level and applied them to preprocess the original dataset for
classification decision-making. While sampling methods hold advantages in handling
imbalanced datasets, strategies that modify data distributions may affect subsequent
model construction and hinder the effective extraction of underlying relationships between
data. The literature [26] has proposed improvements at the algorithm level by embedding
cost information into the model, obtaining cost-sensitive information through expected
loss minimization, and applying it to both binary and multi-class classification scenarios,
demonstrating superior performance in classification problems. The literature [27,28] has
addressed the issue at the decision level by adjusting classifier decision thresholds, shifting
them towards the majority class to reduce the probability of misclassifying minority classes,
and effectively mitigating class imbalance.

Traditional Random Forest algorithms applied to intrusion detection suffer from
excessive computational costs, low classification accuracy, and a tendency to favor minority
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class results. The current research indicates that to address these issues, optimizing the
Random Forest algorithm should consider three key aspects: data dimensionality reduction,
algorithm enhancement, and decision evaluation. Therefore, this paper proposes a Random
Forest classification model designed for handling high-dimensional and class-imbalanced
data. The aim is to address the limitations in network-intrusion detection research, ensuring
the security and integrity of computer networks.

2. Research Method
2.1. Data-Level Improvement

Intrusion detection involves the identification of unauthorized activities [29]. It entails
the collection and analysis of network behavior, security logs, audits, data, information
available on other networks, and critical information from various points within a computer
system. The goal is to inspect whether there are indications of security policy violations or
signs of attacks within a network or system. Intrusion detection, as an actively proactive
security technique, offers real-time protection against internal and external attacks, as well
as accidental mishaps. It intercepts and responds to intrusions before they can harm a
network, and thus, it is considered the second line of defense after firewalls. It accomplishes
this without significantly affecting network performance, making it suitable for continuous
network monitoring [30].

2.2. The Random Forest Algorithm

The Random Forest Algorithm is an ensemble learning method that models large-
scale ensembles by combining multiple independent decision trees. The principle lies in
combining multiple decision trees together, with the dataset randomly having put back
selected each time, while randomly selecting some of the features as input; therefore, the
Random Forest Algorithm can also be regarded as a Bagging (1) algorithm with a decision
tree as an estimator [31]. Each decision tree is trained on a randomly sampled subset of
training data. Ultimately, the classification decision is made by a voting mechanism among
the decision trees [32]. The specific construction process is as follows:

(1) Sample selection: Select randomly from the original data set using Bootstrap
sampling to form N independent data subsets {DN n = 1, 2, . . . , N}

(2) Feature selection: M features are randomly selected from m features.
(3) Decision tree construction: Build a decision tree according to the samples of the

data set. At each node, the best partition feature is selected according to Gini impurity.

Gini(t) = 1 −
c

∑
i=1

p(i|t) 2

Integrated prediction: For a new sample, a majority vote is conducted through the
prediction results of each decision tree to finally determine the classification result of
the sample.

In the context of intrusion detection, applying the Random Forest method can be
challenging due to high-dimensional data in the dataset and class imbalance, which leads
to suboptimal performance in metrics, such as classification accuracy. Furthermore, the
algorithm’s classification performance is heavily dependent on two factors: the accuracy of
individual decision trees and the bias in the voting results among multiple decision trees.
Therefore, to enhance the overall performance of Random Forest in intrusion detection,
we are considering the integration of data dimensionality reduction algorithms and cost-
sensitive learning methods. The critical steps and improvement strategies are depicted in
Figure 1.
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This paper addresses the enhancement of the Random Forest algorithm from three
key perspectives:

Data Dimensionality Reduction for Classifier Input: in the first aspect, we focus on
reducing the dimensionality of the data fed into the classifier.

Construction of Cost-Sensitive Base Classifiers: The second aspect involves the creation
of cost-sensitive base classifiers.

Weighted Majority Voting at the Decision Stage: In the third aspect, we introduce
weighted majority voting techniques at both the leaf nodes of decision trees and the
ensemble decision stage. These improvements collectively aim to elevate the performance
and effectiveness of the Random Forest algorithm in the context of intrusion detection.

3. Cost-Sensitive Random Forest Algorithm
3.1. Introduction to Intrusion Detection

The redundancy and high-dimensionality of intrusion-detection datasets can signifi-
cantly impact classification algorithms. On one hand, high-dimensional datasets increase
the computational complexity of classifiers and consume more storage resources. On
the other hand, redundant features reduce model usability and may introduce noise and
unnecessary information, affecting the classification performance.

To mitigate the adverse effects of high-dimensional data, we introduce the Kernel
Principal Component Analysis (KPCA) algorithm [33]. This approach maps the original
dataset’s samples to a higher-dimensional space and then projects and reduces the high-
dimensional sample data while maximizing the variance in the projected data. This results
in a reduction in data dimensions and the removal of redundant information. The working
principle is as follows:

Let each column in the sample be xi, the sample set is X = [x1, x2, . . . , xN ]. Now use
a nonlinear map ϕ of vector xi in X to a higher dimensional space τ (recorded as the D
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dimension), obtain the D × N new matrix for A ϕ(X) = [φ(x1), φ(x2), . . . , φ(xn)] deduces
that the covariance matrix in τ against ϕ(X) is as follows:

Cτ =
1
N

ϕ(X)[ϕ(X)]T =
1
N

N

∑
i=1

φ(xi)[φ(xi)]
T

The eigenvalues for solving the covariance matrix are as follows:

Cτ p = λp

where the D-dimensional column vector p is the weight vector of the feature space, which
can be expressed as a linear combination of φ(xi), namely

p =
N

∑
i=1

ai φ(xi) = ϕ(X)a

By defining the matrix K = [ϕ(X)]Tϕ(X), you can solve for non-zero eigenvalues:

Ka = λa

While the KPCA algorithm demonstrates advantages in handling non-linear rela-
tionships and complex data structures, it also has certain limitations. The algorithm’s
kernel function parameters need to be adjusted according to the data’s characteristics,
and different parameter choices can result in varying dimensionality reduction outcomes.
To address this, we integrate the Bald Eagle Search (BES) optimization algorithm [34],
which effectively explores the solution space, reduces the reliance on initial conditions,
and completes parameter optimization for KPCA. The utilization of the BES algorithm for
optimizing the KPCA involves the following six steps:

(1) Initialize the algorithm parameters, and initialize the number of condor population
npop, the number of algorithm iterations Maxlt, and the fitness function f obj.

BestSol. cos t = inf

(2) Objective function evaluation to calculate the fitness of each individual’s curr-
ent position.

pop. cos t(i) = f obj(pop.pos(i, :))

(3) Select the search space, randomly select the search area, and determine the optimal
search position as Pi,new.

Pi,new = Pbest · α · rand · (Pmean − Pi)

(4) Search for space prey, find the best dive position, update the condor position.

Pi,new = Pi + x(i) · (Pi − Pmean) + y(i) · (Pi − Pi+1)

(5) Diving to capture prey, a rapid dive from the best position in the search space to
the target prey, the rest of the population also moves to the best position and attacks the
prey. rand is a random number between 0 and 1.

Pi,new = rand · Pbest + Pi + x(i) · (Pi − c1 · Pmean) + y(i) · (Pi − c2 · Pbest)

(6) Determine whether the end condition is reached. If so, output the optimal result;
otherwise, repeat step 2–step 6.

When using the BES optimization algorithm to improve the KPCA algorithm, the
fitness function setting is the key point. According to the application scenario analysis of
intrusion detection, we want the projected samples to be clustered as much as possible
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in the low-dimensional space, and the samples of different categories are far away from
each other. The fitness function is constructed by calculating the inter-class distance and
intra-class distance. The calculation process is as follows:

By taking samples of two different categories in the original data set ϕ(x1) and

ϕ(x2), we can see that the mean vectors of the samples are ϕ(x1) = 1
N

N
∑

i=1
ϕ(xi) and

ϕ(x2) =
1
M

M
∑

i=1
ϕ(xj) respectively, and the overall mean value of the samples can be calcu-

lated:

ϕ =
1

N + M

N+M

∑
i=1

φ(xi)

The intra-class divergence matrix Sx and inter-class divergence matrix Sy can be
obtained: 

Sx =
2
∑

i=1
ni(ϕi − ϕ)(ϕi − ϕ)T

Sy =
2
∑

i=1
∑

x∈classi
ni(ϕi − φ(xk))(ϕi − φ(xk))

T

Therefore, when the distance between samples of different categories is larger and the
distance between samples of the same category is smaller, the separability of data samples
is better. Therefore, the fitness function of the BES is set as follows:

f obj =
Sx

Sy

When fitness takes the minimum value, the kernel parameter of the KPCA gets the
optimal value, and the samples have the best separation in the feature space.

3.2. Algorithmic Enhancement

In the face of class imbalance within intrusion-detection datasets, traditional Random
Forest algorithms employ decision trees as base classifiers, with node splits based on
randomly selected attributes. Typically, the chosen splitting criterion involves calculating
the minimal impurity of child nodes after the split. For imbalanced datasets, the class
distribution tends to concentrate within the category with lower impurity, leading to
misclassification of the minority class. In the realm of intrusion detection, malicious attacks
represent the minority class, while normal behavior constitutes the majority class. In the
context of network traffic detection, conventional Random Forest models tend to detect
normal behavior while overlooking malicious attacks. The inability to effectively detect
malicious behavior in the minority class could pose significant security threats to computer
systems.

Therefore, improving the generation process of each base classifier is pivotal in clas-
sification work. By considering the cost associated with different classes and embedding
cost-sensitive thinking into the training process of each base classifier, we utilize class
weights to calculate the weighted minimum Gini coefficient for selecting the optimal split
point. Such a cost-sensitive approach better accounts for cost disparities between different
classes, resulting in more accurate classification outcomes. This transformation of the
expression ensures a focus on the integration of cost sensitivity into the training process of
each base classifier, ultimately leading to improved classification accuracy. The expression
of Gini(t) is transformed into the following:

Ginicos t(t) = 1 −
c

∑
i=1

[p(i|t) cot s(i, j)] 2

where, i and j represent categories; C represents the number of categories.
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3.3. Decision-Level Enhancement

To address the issue of imbalanced classification, it is not only essential to set split-
ting criteria within each base classifier at the algorithmic level but also to incorporate
cost-sensitive information into the voting process at the decision-tree leaf nodes at the
decision level. In intrusion-detection data, the minority class (N) represents malicious
access behavior, while the majority class comprises regular access behavior (P). In the
model’s decision voting phase, traditional methods fail to adequately consider sample
weights. They treat each sample equally through majority voting, without accounting for
the differing costs associated with different types of errors. In reality, the consequences of
misclassifying malicious behavior as normal behavior involve various losses that differ
from the cost of misclassifying normal access behavior.

The introduction of cost-sensitive methods in the Random Forest algorithm primarily
revolves around defining an appropriate cost matrix. This cost matrix allocates different
error-classification costs to different classes, considering the costs associated with false posi-
tives and false negatives, with the aim of minimizing the total cost. Currently, cost matrices
are typically obtained in two ways: through domain experts providing their expertise or by
validating different cost matrices during the classifier training phase. However, in practical
imbalanced classification scenarios, it may not be feasible to rely on expert knowledge alone
to obtain a reliable cost matrix, especially when expert experience is limited. Therefore,
employing different methods to validate the cost matrix is more practical.

As the intersection point of sensitivity and specificity curves represents high sensi-
tivity and specificity simultaneously, this paper determines the classification threshold by
selecting the intersection point of the sensitivity and specificity curves. This threshold can
be derived by using the sensitivity and specificity curve intersection method based on the
validation set, allowing us to obtain the corresponding cost matrix:(

cost(P, P) = 0 cost(P, N) = thresholdcurve−cross
cost(N, P) = thresholdcurve−cross cost(N, N) = 0

)
The cost matrix is incorporated into the classification decision-making process of the

Random Forest algorithm, and the weighted voting of minority class samples is used to
improve the minority class’s voice in the final decision and reduce the excessive bias to
the majority class. Therefore, in the decision-making process, the probability of leaf node t
voting for a minority class is improved to the following:

p(N|t)cost(N, P) > p(P|t)cost(P, N)

p(N|t)cost(N, P) > (1 − p(N|t))cost(P, N)

p(N|t) > cost(P, N)

cost(N, P) + cost(P, N)

The final category prediction result of Random Forest is obtained through the weighted
majority voting of all trees, and the decision tree with higher weight is more sensitive to
the unbalanced classification problem, and its majority voting decision stage has a greater
decision weight.

3.4. Enhanced Intrusion-Detection Algorithm Workflow

The algorithm workflow in this paper consists of four phases, as depicted in Figure 2:

(1) Data Preprocessing: This phase involves preprocessing the original dataset. Categor-
ical features are one-hot encoded, transforming unmanageable categorical features
into numerical ones. Additionally, to mitigate significant differences in feature values,
the dataset is normalized.

(2) Data Dimensionality Reduction: In this phase, the algorithm calculates distances
between categories and within categories to construct a fitness function. The Bald
Eagle Search (BES) algorithm is employed for optimizing KPCA parameters. The
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optimal parameters are then used in the B-KPCA algorithm to reduce dimensionality
in the intrusion-detection dataset, creating a new feature subset.

(3) Construction of Cost-Sensitive Random Forest Model: Cost matrices are introduced
and applied to both the Gini function of base classifiers and the prediction in the
decision tree classification voting. The model is trained with these considerations.

(4) Model Validation: The final phase involves testing the trained model using a testing
dataset. Multiple metrics are employed to evaluate and validate the classification
performance of the model.
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4. Experimental Verification and Result Analysis
4.1. Experimental Setup

(1) Experimental environment setting

The experimental hardware environment is Windows 10 (American Transnational
Technologies, Redmond, WA, USA), Intel Core i7-7700HQ@2.80 GHz CPU (Intel Corpora-
tion, Santa Clara, CA, USA), GeForce GTX1050Ti GPU (NVIDIA, Santa Clara, CA, USA),
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and 16 GB RAM (Lenovo, Tianjin, China). The software environment uses VScode1.80 and
Python 3.7.9.

(2) Dataset selection

Classic intrusion-detection datasets, such as KDD Cup 1999, NSL-KDD, and DARPA [35],
are well-known, but they often suffer from high redundancy and duplicate samples and
may not fully represent modern network environments with emerging attack behaviors.
The UNSW-NB15 dataset [36], developed by the University of New South Wales, stands
out as a network-intrusion-detection dataset with diversity and authenticity. It provides
real and complex intrusion-detection scenarios, offering insights into network attacks
and threats in real-world environments. The dataset has been used extensively and has
been introduced into a different class of network traffic classification system based on
multiple artificial intelligence techniques to study network traffic to ensure network security
using artificial intelligence [37] and into a Machine Learning Based Ensemble Intrusion
Detection (MLEID) methodology to minimize malicious behaviors in botnet attacks related
to the Message Queuing Telemetry Transport (MQTT) and Hyper-Text Transfer Protocol
(HTTP) protocols by minimizing the use of artificial intelligence in the detection of network
intrusions. Protocol (HTTP) functions by minimizing malicious behavior in botnet attacks
related to message queue telemetry transfer (MQTT) and the Hyper-Text Transfer Protocol
(HTTP) [38], all of which demonstrate the dataset’s ability to improve and increase the
accuracy and reliability of network intrusion detection systems.

Hence, utilizing the UNSW-NB15 dataset enables the evaluation of classifiers in
realistic and intricate network environments. Detailed distribution information for this
dataset is presented in Table 1.

Table 1. Information in UNSW-NB15 training and testing.

UNSW-NB15
Testing and Training Sets

Training Set Testing Set

Normal 56,000 37,000
Anallysis 2000 677
Backdoor 1746 583

Dos 12,264 4089
Exploits 33,393 11,132
Fuzzers 18,184 6062
Generic 40,000 18,871

Reconnaissance 10,491 3496
Shellcode 1133 378

Worms 130 44
Total 175,341 82,332

To address the challenges of high dimensionality and class imbalance in the dataset,
this paper takes a two-pronged approach. Firstly, it introduces the Bald Eagle Search (BES)
algorithm to optimize multiple parameters of the Kernel Principal Component Analysis
(KPCA) algorithm. This optimization process results in an enhanced version of KPCA (B-
KPCA), which effectively eliminates redundant data, reduces dimensionality, and improves
dataset usability.

Secondly, the paper integrates the concept of cost sensitivity with the Random Forest
algorithm, enhancing sensitivity towards minority classes. This combination not only
reduces the training time of the detection model but also enhances the accuracy of detecting
intrusion behavior within the minority class. By adopting these two strategies, the paper
aims to create a more efficient and effective intrusion detection system, capable of handling
the challenges posed by high-dimensional and imbalanced datasets.
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(3) Selection of Evaluation Metrics

In the context of classification problems, classification outcomes can be categorized
into two main results: correct or incorrect. These outcomes can be further classified into
four distinct scenarios, as outlined in Table 2:

Table 2. Confusion Matrix.

Status Judged as an Attack Judged as a Norm

Attack traffic TP FP
Normal flow FN TN

TPs (True Positives): The model correctly detects attack traffic.
FNs (False Negatives): The model fails to detect attack traffic, misclassifying it as

normal traffic.
TNs (True Negatives): The model correctly identifies normal traffic.
FPs (False Positives): The model incorrectly identifies normal traffic as an attack.
FPs and FNs are typically referred to as “false alarms”.
Based on these four parameters, one can derive four key metrics to assess the practical

performance of a model.
Accuracy indicates the ratio of the sum of samples correctly predicted by the model to

the sum of all samples.

accuracy =
(TP + TN)

(TP + TN + FP + FN)

Sensitivity refers to the model’s ability to correctly identify positive example samples.

sensitivity =
TP

(TP + FN)

Specificity refers to the ability of the model to correctly identify negative example samples.

speci f icity =
TN

(FP + TN)

G-mean is an assessment metric that combines sensitivity and specificity, taking into
account the classification accuracy of both positive and negative examples, which is more
sensitive to the classification effect of a few classes, and it is the geometric mean of sensitivity
and specificity.

G − mean =
√

sensiticity × speci f icity

In the selection of many evaluation indicators, the object measured based on the
precision rate indicator is relatively easy to calculate, and the acquisition cost of the indicator
is low. And it is not easy to produce dichotomy, which will not cause people to have many
different understandings of the meaning of the indicator itself. The indicator is applicable
in most scenarios; however, this paper chooses the G-mean value of the indicator because it
is more applicable to the data imbalance scenario and better reflects the algorithm in the
imbalance of the data in the good or bad situations.

Similarly, the false alarm rate indicator is the ratio of the number of normal applications
judged as malicious applications (FPs) to the number of all normal applications, which is
characterized by low cost, high efficiency, and strong analytical ability for related problems
in related experimental studies and models, which makes many scholars choose it as an
evaluation indicator when writing their papers. However, due to the imbalance of the data
selected in this paper, the number of positive and negative cases differs greatly, and the
reference value and contribution of the false alarm rate to this paper is relatively lower than
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that of the G-mean index, so this paper selects a more comprehensive evaluation index,
the G-mean.

4.2. Dataset Preprocessing

(1) Unique Thermal Encoding of Character-based Features:

This is used to convert non-numeric character-based features into a numeric form that
can be processed by a computer. The discrete feature values are extended into Euclidean
space for data feature encoding, such that each possible feature value corresponds to a new
binary variable. The UNSW_NB15 dataset is uniquely hot coded, where the features in
columns 3, 4, 5 are character-based (corresponding to “proto” “service” “state”), “proto”
“service” “state” and “state”. The features in columns 3, 4, 5 are character-based (corre-
sponding to “proto”, “service”, “state”), and “proto” is mapped to 131-dimensional features,
“service” is mapped to 12-dimensional features, “state” is mapped to 7-dimensional features,
and the feature data are mapped to 7-dimensional features. It is mapped to 7 dimensions;
“scrip” and “dstip” columns in the feature dataset represent the IP address, and since
determining whether the data is abnormal has nothing to do with the IP address, the first
column ID is only an identifier. In order to simplify the removal of these three columns, the
dimension is increased from 43 dimensions to 185 dimensions after the preprocessing. The
dimension is increased from 43 to 187 dimensions.

(2) Feature data normalization:

This is a technique that converts the entire range of values of a set of features into a
predetermined range. Usually, there is a huge difference in the range of data values between
different features, which can cause the training process of machine learning algorithms to
be affected, and features with a larger range of values will be given more weight in the
training of the algorithm. Therefore, min-max normalization is introduced to map all the
data to the interval [0, 1], thus speeding up the convergence of the model and improving
the accuracy of the classification results, which is given by the following formula:

X′ =
X − Min

Max − Min

where Min is the minimum value of the feature, Max is the maximum value of the feature,
and X′ is the feature value after normalization.

4.3. Dimension Reduction of Feature Data

Figure 3 is a load matrix heatmap, which can analyze the importance of hidden
variables in each principal component. The darker the color of the heatmap, the greater the
correlation. The correlation between principal components and variables, such as the bald
eagle population size, number of iterations, kernel function parameters, and cumulative
contribution rate of features is relatively high. The scale below shows the corresponding
degree of different correlation coefficients. The analysis in the Figure 3 shows that when
the parameter is selected as 0.007, the correlation reaches its maximum and the display
effect is the best.
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In this section, the KPCA optimized based on the Condor search algorithm is used to
reduce the dimensionality of the preprocessed dataset. Firstly, the size of condor population
npop is set to 50, and the number of iterations Maxlt is set to 200, and the kernel parameters
in the KPCA algorithm are optimized. According to the fitness function f obj, the type of
kernel function is the Gaussian kernel function, and the optimal value of parameter γ is
0.007. Set the kernel parameter to the optimal value. The cumulative contribution rate of
the feature for data dimensionality reduction is set to 95%. Figure 3 shows the cumulative
contribution rate of the first 15 feature vectors after data dimensionality reduction.

According to the data in Figure 4, after the algorithm completed the dimensional-
ity reduction of the experimental dataset, the cumulative contribution rate of the first
12 features reached 96.26%, meeting the threshold of a 95% contribution rate.
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From Figure 5, it can be seen that the cumulative contribution rate of features increases
smoothly along the trend line, with an overall trend of exponential growth. The contribution
rates of the top 10 features show a significant growth trend, and changes in the trend line
can be clearly observed. After accumulating 10 features, the cumulative contribution rate
of feature vectors reaches 90%, and the trend line gradually becomes flat, consistent with
the trend of the cumulative contribution rate of features.

4.4. Experiment and Result Analysis

In accordance with the data dimensionality reduction algorithm and cost-sensitive
Random Forest algorithm proposed in this paper, experimental validation was carried out,
and in order to more scientifically and accurately assess the performance of the algorithms
based on high-dimensional and category-unbalanced data, validation was carried out based
on the evaluation indexes of accuracy, sensitivity and specificity, and the G-mean value.

(1) First, in order to evaluate the performance of different data dimensionality reduc-
tion algorithms in intrusion detection, three commonly used algorithms, namely Principal
Component Analysis algorithm (PCA), isometric feature mapping algorithm (ISOMAP) [39],
and the local linear embedding algorithm (LLE) [40], were selected as the reference terms
to be compared with the data dimensionality reduction algorithm improved in this paper
(B-KPCA), and the four methods were used to evaluate the data dimensionality of the
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preprocessed UNSW- NB15 dataset’s data dimensionality down to 15 dimensions. The
Random Forest algorithm was used to classify and identify tasks on the downgraded data,
and the results are shown in Table 3.
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Table 3. Dimensionality reduction algorithm comparison results.

B-KPCA PCA ISOMAP LLE

Accuracy after
dimensionality
reduction/%

97.25 90.21 87.42 93.27

Dimensionality
reduction time/s 9.16 5.47 29.84 25.74

Where Principal Component Analysis (PCA) is a linear dimensionality reduction
algorithm that aims to measure the variability of the data in terms of variance and to
represent the high dimensional data with high variability by projecting it into a low
dimensional space, ISOMAP, on the other hand, makes the dimensionality reduction
method applicable to streaming data by considering the use of an appropriate distance
metric. Local Linear Embedding (LLE) is a nonlinear dimensionality reduction algorithm
that maps high-dimensional data into a low-dimensional space while preserving the local
structural information of the data. These three methods are used as a comparison to more
accurately analyze the extent of the advantages and disadvantages of the dimensionality
reduction of data in different situations.

From the data comparison results, it can be clearly observed that after the data dimen-
sionality reduction using the B-KPCA algorithm, the accuracy of the classification test is
significantly better than the other three algorithms. Analyzing on the dimension reduction
time, compared with the PCA algorithm, the B-KPCA algorithm only takes 3.69 s more, but
compared with the ISOMAP algorithm and LLE algorithm, it saves 20.68 s and 16.58 s of
running time, respectively. Considering the accuracy and running time together, it can be
concluded that the B-KPCA algorithm outperforms the other three compared algorithms in
terms of performance.

(2) Secondly, in this paper, the original RF algorithm [37], the RF algorithm sensitive
based on the unbalanced proportion method [41], the RF algorithm sensitive based on
the Youden threshold method [42], and the RF algorithm sensitive based on the curve
intersection [43] are selected for the comparative experiments to test the performance of
the various cost-sensitive RF algorithms.

The algorithms of this paper are compared with the above three algorithms, and the
visualization results of the algorithm comparison are obtained by calculating six parameters.
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The specific data are shown in Table 4, and the degree of visualization comparison is shown
in Figure 6.

Table 4. Classification and comparison of multiple algorithms.

Algorithm Acc/% Sen/% Spe/% G-Mean Training
Time Test Time

Traditional RF model 93.11 99.30 87.51 0.9322 23.89 s 0.87 s
Unbalanced ratio method -RF 97.47 98.05 96.55 0.9730 27.46 s 1.24 s

Youden Threshold method -RF 97.37 97.39 97.34 0.9736 25.92 s 1.28 s
Textual algorithm 98.70 98.39 99.21 0.9880 12.57 s 0.25 s
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In the comparison with the unbalanced proportion method-RF, this paper’s model has
a large advantage over the model, and all index data are better than the algorithm, but the
unbalanced proportion method still does not consider the cost weight of the categories in
most of the voting stages and does not differentiate between different categories.

Secondly, in the comparison with the Youden threshold method-RF, the model of this
paper also achieves significant advantages, in which the maximum value of the Youden
index (cutoff value) corresponds to the optimal diagnostic threshold of the method, and it
is necessary to set the appropriate threshold according to the specific problem. Its selection
may be affected by subjective factors, and it lacks a certain degree of objectivity.

Finally, compared with the traditional RF model, the accuracy, specificity, G-mean,
training time, and testing time of this paper’s model are better, while the sensitivity is
lower than the traditional algorithm by 0.91%, which is because the original model tends
to categorize the majority of the categories, and the detection effect is low in targeting
the unbalanced minority categories, which results in a large data difference between the
sensitivity and the specificity. In contrast, the model in this paper can effectively and
correctly identify the minority categories.

Therefore, the improvement in data degradation and the Random Forest can obtain
a better misclassification cost of the prediction target model and can have more efficient
classification performance when facing high latitude and class imbalanced data.

5. Conclusions

(1) This paper proposes an improved intrusion-detection model based on the Random
Forest algorithm, which solves the problem of the high computational complexity, high
consumption of storage resources, and low classification accuracy of the traditional
Random Forest caused by the characteristics of high data latitude and sample category
imbalance in intrusion detection. Using the vulture search algorithm optimized KPCA
to complete the data dimensionality reduction, the introduction of a cost-sensitive
learning method to the Random Forest, through experiments, verified that the method
proposed in this paper has a better performance compared with the traditional method
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and can be completed in a shorter period of time for a small number of categories of
samples of high-efficiency detection under the premise of a higher accuracy rate.

(2) It is experimentally verified that the method proposed in this paper has better perfor-
mance compared with traditional methods. In terms of data dimensionality reduction,
the B-KPCA algorithm takes only 3.69 s more compared to the PCA algorithm and
saves 20.68 s and 16.58 s compared to the ISOMAP algorithm and the LLE algorithm,
but the accuracy rate is improved by 7.04%, 9.83%, and 3.98%. Considering the accu-
racy rate and running time together, the B-KPCA algorithm is better in performance.
Moreover, the model in this paper improves the accuracy by 5.59%, 1.23%, and 1.33%,
the specificity by 11.7%, 2.66%, and 1.87%, the G-mean by 0.0558, 0.0150, and 0.0144,
and the training time and testing time by more than half, compared with the tradi-
tional RF model, the imbalanced proportion method-RF, and the Youden threshold
method-RF. Considering the above factors, the model in this paper more correctly
recognizes the minority class samples.

(3) However, during the experimental process, it was realized that the model still has
some limitations. The evaluation of our study was based on publicly available datasets
and was not tested in a real-world environment. Therefore, future work may focus on
real-time environment testing, and on the basis of evaluating the model’s performance
in a laboratory environment, the model will be tested and validated in an actual
real-time environment, which will provide more realistic contexts and data to further
validate the model’s reliability and practicality.
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