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Abstract: In the domain of automatic visual inspection for miniature capacitor quality control, the
task of accurately detecting defects presents a formidable challenge. This challenge stems primarily
from the small size and limited sample availability of defective micro-capacitors, which leads to issues
such as reduced detection accuracy and increased false-negative rates in existing inspection methods.
To address these challenges, this paper proposes an innovative approach employing an enhanced
‘you only look once’ version 8 (YOLOv8) architecture specifically tailored for the intricate task of
micro-capacitor defect inspection. The merging of the bidirectional feature pyramid network (BiFPN)
architecture and the simplified attention module (SimAM), which greatly improves the model’s
capacity to recognize fine features and feature representation, is at the heart of this methodology.
Furthermore, the model’s capacity for generalization was significantly improved by the addition of
the weighted intersection over union (WISE-IOU) loss function. A micro-capacitor surface defect
(MCSD) dataset comprising 1358 images representing four distinct types of micro-capacitor defects
was constructed. The experimental results showed that our approach achieved 95.8% effectiveness in
the mean average precision (mAP) at a threshold of 0.5. This indicates a notable 9.5% enhancement
over the original YOLOv8 architecture and underscores the effectiveness of our approach in the
automatic visual inspection of miniature capacitors.

Keywords: micro-capacitor quality control; defect detection; YOLOv8 architecture; bidirectional
feature pyramid network (BiFPN); weighted intersection over union (WISE-IOU) loss function

1. Introduction

In the contemporary landscape of electronic product development, the significance
of miniature capacitors is increasingly recognized, particularly in applications requiring
high-precision charge storage and voltage regulation. These components are vital in the
operation of high-frequency circuits and communication systems, playing a critical role in
maintaining voltage stability and suppressing noise interference. A primary challenge in
the utilization of these devices is the accurate detection and characterization of minuscule
defects, which, despite their small size, can lead to substantial complications, such as
system instability, data corruption, and increased security vulnerabilities [1,2].

Traditional methodologies for the quality assessment of micro-capacitors, including
microscopic inspection and electrical performance tests, are progressively being outpaced
by the demands of modern technology. These methods, albeit being reliable to a certain
extent, are limited in their ability to detect defects at the micron scale. For instance, micro-
scopic inspection is heavily dependent on the skill level of the operator and necessitates
specialized expertise. Additionally, electrical performance tests may fail to identify minor
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physical anomalies that do not immediately affect functionality but could potentially lead
to long-term degradation [3,4].

The use of automated visual inspection technologies has become the norm to overcome
these constraints. These systems take advantage of recent developments in pattern recog-
nition and image processing, especially with the introduction of deep learning methods
like convolutional neural networks (CNNs). Numerous CNN-based models, such as Fast
R-CNN, Faster R-CNN, and R-CNN itself, have shown a great deal of effectiveness in
detecting flaws in electronic components [5,6]. Nevertheless, these models are not very
good at identifying minuscule flaws, which is made worse by the difficulty in labeling
the data.

To surmount these challenges, this paper proposes an advanced approach employing
the YOLOv8 model, known for its proficient single-stage target detection. YOLOv8 has a
proven track record of processing complicated visual data and provides a speed–accuracy
balance that is better than that of conventional two-stage models, such as the R-CNN family
models [7,8]. To improve YOLOv8, we introduced the BiFPN (bidirectional feature pyramid
network) and SimAM (simplified attention module). The goal of adding the SimAM was
to improve the model’s capacity to identify important elements in intricate visual data—a
situation that frequently arises in the identification of micro-capacitor defects. SimAM
accomplishes this by more efficiently directing the model’s attention, which improves the
accuracy of small-scale flaw identification [8]. The issues, caused by a lack of labeled data,
are addressed by the incorporation of the BiFPN architecture. Through the establishment
of a modified feature layer hierarchy, BiFPN enables more efficient feature integration and
transfer across scales, improving the accuracy of the defect detection model [9–11]. In
addition, the WISE-IOU (WIoU) loss function was introduced to improve the robustness
and generalization of the model [12]. This is essential in real-world situations where sam-
ple variability and the effects of outliers are common. This enhancement was achieved
via a refined feature layer hierarchy, which facilitates more effective feature transfer and
integration across various scales, thus boosting the accuracy and dependability of defect
detection [13,14]. Moreover, the incorporation of the WISE-IOU (WIoU) loss function
significantly bolstered the model’s generalization capabilities and robustness [12]. These
improvements culminated in a notable enhancement of the model’s performance, as ev-
idenced by achieving a 95.8% mAP@0.5, representing a substantial 9.3 percentage point
increase compared with the baseline YOLOv8 architecture. Additionally, the model main-
tained a real-time detection speed that aligns with industrial standards, underscoring the
practicality and effectiveness of our approach in identifying defects in miniature capacitors.

Our work’s contributions are multifaceted:

(1) Integrated algorithmic enhancement and performance efficiency: The deployment of
YOLOv8 for detecting defects in micro-capacitors was notably advanced by integrat-
ing the SimAM attention mechanism with the BiFPN architecture. This combination
significantly improved the model’s precision in identifying small defects amidst com-
plex visual backgrounds. The SimAM mechanism sharpened feature discernment,
while the BiFPN architecture enhanced multi-scale feature fusion, leading to increased
detection accuracy. Furthermore, the adoption of the WISE-IOU loss function marked
a crucial progression in boosting the model’s generalization and robustness. This
adjustment is vital for ensuring real-time detection efficiency, effectively address-
ing challenges of sample variability and outlier impacts, and maintaining a balance
between computational demand and operational effectiveness.

(2) Dataset compilation and application relevance: The development of a high-quality
dataset, derived from real industrial scenarios, underpins this paper. This dataset not
only serves as a benchmark for model evaluation but also enriches the pool of data
available for future research in this field. The way it is structured plays a crucial role
in pushing forward the use of deep learning to identify defects in micro-capacitors,
particularly in settings in which data are scarce.
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We start with a review of existing literature in Section 2, summarizing key knowledge
and relevant studies to lay the groundwork for our work. In Section 3, we explore the
architecture and essential elements of our proposed method, giving a detailed view of its
design and execution. Section 4 provides a comprehensive evaluation of our technique,
including an ablation study to highlight the effectiveness of various components and a
performance comparison. Finally, Section 5 wraps up our study, reflecting on what our
findings mean and suggesting future research avenues in this area.

2. Related Work

Increasing complexity and the miniaturization trend in electronic products have
brought significant challenges to quality control, especially in detecting minute defects
in capacitors. Traditional methods, such as microscopic inspection and electrical testing,
are becoming less effective in this evolving context [13]. This has led to the adoption
of automated visual inspection methods using deep learning and convolutional neural
networks (CNNs).

Recent advancements in this field include optimizing network structures to enhance
real-time performance while maintaining detection accuracy. Techniques like depth-
separable convolution and more efficient channel attention (MECA) have been utilized to
reduce computational demands and improve feature extraction. Furthermore, to address
the loss of detail in small targets due to pooling operations, methods using dilated con-
volution with varying rates (atrous spatial pyramid fast, or ASPF) have been developed.
These methods extract more contextual information, which is crucial for detecting tiny
defects [14,15].

In addition to network enhancements, new feature fusion methods have been pro-
posed. These methods introduce shallower feature maps and employ dense multiscale
weighting to fuse more detailed information, thereby improving detection accuracy. Op-
timization techniques such as the K-means++ algorithm for reconstructing prediction
frames have also been integrated to accelerate model convergence, along with the combi-
nation of the Mish activation function and the SIoU loss function to further refine model
performance [16–18].

Another critical aspect is addressing overfitting, especially in contexts with limited
data. A coarse-grained regularization method for convolution kernels (CGRCKs) was
introduced to maximize the difference between convolution kernels within the same layer.
This method enhances the extraction of multi-faceted features and shows effectiveness
compared with traditional L1 or L2 regularization, particularly in CNN applications in
which dataset sizes are constrained [19–21].

The development of high-quality test datasets, often derived from real-world produc-
tion settings, remains vital. These datasets serve as practical benchmarks for training and
validating models, which are essential for assessing their real-world applicability, especially
in industrial settings for detecting defects in miniature capacitors [22,23].

In summary, the field of miniature capacitor defect detection is rapidly evolving, with
deep learning technologies at the forefront. Advances in network optimization, feature
fusion techniques, and regularization methods have significantly improved detection
efficiency and accuracy. These developments not only enhance quality control in the
electronics manufacturing industry but also set the stage for future research exploring
a balance between the processing speed, accuracy, model generalization, and effective
management of large diverse datasets.

3. Materials and Methods
3.1. YOLOv8 Improved Model

In the dynamic landscape of target detection algorithms, the YOLO (you only look
once, only vision) series stands as a paragon of speed and accuracy. Among its iterations,
the latest, YOLOv8, has rapidly gained prominence within the series. The model is of-
fered in various configurations, such as YOLOv8n, YOLOv8s, YOLOv8m, YOLOv8l, and
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YOLOv8x [24], each tailored to specific performance requirements. In our work, YOLOv8n
was selected as the foundational model. The structure of YOLOv8n is shown in Figure 1.
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While the original YOLOv8n model boasts commendable overall performance, it
exhibits certain limitations in identifying small dense defects. To surmount these challenges
and enhance the model’s efficacy in pinpointing diminutive flaws in micro-capacitors, this
paper introduces three significant enhancements to the YOLOv8 architecture. Figure 2
displays the enhanced network architecture. First, we integrated an attention mechanism
known as the simplified attention module (SimAM) into the YOLOv8 framework. The
purpose of this integration was to increase the model’s attention to smaller targets to
improve its ability to identify and categorize critical minor flaws during micro-capacitor
inspections. Second, the model’s multi-scale information fusion was improved by BiFPN
combined with the p2 layer, which also increases the accuracy of small target detection.
Lastly, the WISE-IOU [12,25] loss function replaced the traditional CIoU loss function.
The purpose of this modification was to focus the model’s attention on higher-quality,
representative examples. WISE-IOU adoption greatly strengthened the model’s capacity
for generalization, which in turn improved the model’s robustness and performance in a
variety of detection scenarios.
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3.2. SimAM Attention Mechanism

Drawing inspiration from human neuronal activities, this mechanism mimics the
distinctive firing patterns of information-rich neurons, which have the capacity to suppress
the activity of their less informative neighbors. In the context of neuroscience, these pivotal
neurons are identified through the formulation of a specific energy function for each
neuron, facilitating the pinpointing of neurons that carry crucial information. Translating
this concept into the domain of machine learning, the SimAM attention mechanism adeptly
applies this principle. It possesses the ability to dynamically learn and harness similarity
information among targets, thereby accurately determining the similarity metric across
various features. Subsequently, it assigns appropriate weights to these features on the basis
of their informational value. This method effectively bolsters the model’s proficiency in
detecting target defects within miniature capacitors. The underlying principle of SimAM
is grounded in the recognition that not every feature contributes equally to the detection
task. Certain features are more informative and play a pivotal role in the accuracy of defect
detection. Similar to how information-rich neurons in human neuroscience display distinct
firing patterns and modulate the activity of nearby neurons lacking in informative content,
SimAM’s focus on these salient features guarantees that the model’s attention is focused on
the most relevant aspects of the data [25].

et(wt, bt, y, xi) = (yt − t̂)2
+

1
M − 1

M−1

∑
i=1

(y0 − x̂i)

2

, (1)
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The number of neurons is indicated by M in the preceding equation, and t̂ = wtt + bt
and x̂i = wtxi + bt represent the linear transformations of the target neuron and other
neurons in the same channel in the input eigenmap [26]. To make things simpler, the
scalars yt and y0 have binary labels, and to recombine the energy equations and obtain
Equation (2), the regular term λ is added.

et(wt, bt, y, xi) =
1

M−1

M−1
∑

i=1
(−1 − (wtxi + bt))

2

+(−1 − (wtt + bt))
2 + λw2

t

(2)

Solving the above equation yields the weights wt and deviations bt:

wt = − 2(t − µt)

(t − µt)
2 + 2σt2 + 2λ

(3)

bt = −1
2
(t + µt)wt (4)

µt and σ represent the mean variance of every neuron in that channel except t, which
eventually results in the formula for the least energy:

e∗t =
4(σ̂2 + λ)

(t − µ̂)2 + 2σ̂2 + 2λ
(5)

According to the above equation, a neuron’s significance increases with decreas-
ing energy e∗t since it allows for greater neuronal differentiation from nearby neurons.
Equation (6) [27], when applied to deep neural networks, displays the final formula:

X̃ = Sigmoid(
1
E
)X (6)

The use of the sigmoid function is primarily to suppress the value of the energy in E
that is too great, where X represents the input features. E is the sum of the minimum energy
in all spatial and channel dimensions. Figure 3 displays the construction of the SimAM
attention module. In this paper, the YOLOv8 bottleneck is integrated with the SimAM
attention mechanism, which makes the model more focused on detecting targets. Further-
more, SimAM is very design-oriented, does not include too many extra parameters, and can
ensure a high detection speed while improving the model’s detection accuracy [28–30].
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3.3. Bidirectional Feature Pyramid Network

The neck network of YOLOv8 uses a synergistic combination of the path aggregation
network (PAN) and feature pyramid network (FPN) architectures, as shown in Figure 4b.
The FPN framework adeptly channels deep feature information to shallower layers, thereby
enriching them with critical, high-level insights. Conversely, the PAN architecture facilitates
the upward flow of precise positional data from the superficial layers to the deeper, feature-
rich strata. This fusion, coined the PANet structure, masterfully amalgamates shallow and
deep features, significantly bolstering the model’s aptitude for discerning even the most
nuanced characteristics [31].
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However, our analysis revealed a notable shortfall in the PANet configuration. The
pathway feeding into the PAN, previously processed by the FPN, inadvertently filters out
some quintessential feature information originally harvested from the YOLOv8 backbone.
To rectify this, we innovatively integrated a bidirectional feature pyramid network (BiFPN)
into our model, as illustrated in Figure 4c. The BiFPN architecture innovates by introducing
two additional lateral connection paths to the existing FPN+PAN framework. These novel
pathways adeptly preserve and incorporate the raw features extracted directly from the
backbone network into the detection feature map [32].

Moreover, we strategically incorporated the P2 layer into our neck network. This layer,
characterized by its expansive feature map size and minimal convolution operations, is
accompanied by an additional detection head. These augmentations serve a dual purpose:
they not only intensify the fusion of positional and feature information within the model
but also markedly elevate the precision in detecting minuscule targets. The culmination of
these enhancements is vividly showcased in Figure 4.

3.4. WISE-IoU Loss Function

In the field of machine vision, the YOLOv8 model uses the complete intersection over
union (CIoU) method for bounding box regression loss computation, which is particularly
useful in the complex task of detecting faults in microscopic capacitors. A highly regarded
metric for object detection accuracy, the CIoU measures how well anticipated and real
bounding boxes match. This is accomplished by calculating the Euclidean distance and
taking the detection frame’s aspect ratio into account, providing a thorough similarity
measurement [33]. This method is essential for improving object localization and size
estimation accuracy in a variety of settings.

Nevertheless, the application of CIoU encounters notable challenges within datasets of
tiny capacitor defects, which are characterized by their diminutive size and intricate defect
patterns. These datasets frequently include samples of subpar quality due to the inherent
complexity of such small-scale defects. In this context, CIoU’s reliance on distance and
aspect ratio metrics can disproportionately penalize these lower-quality examples. This
bias may lead to a decline in the model’s generalization capability, as it tends to overfit to
these outlier samples, diminishing its efficacy in more typical scenarios.

The weighted intersection over union (WIoU) technique, which includes a dynamic
and non-monotonic focusing mechanism, was developed as a solution to this problem. It
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uses the dataset’s “outliers” in a novel way to assess the anchor frame’s quality [34]. This
innovative strategy marks a notable stride forward in object detection, particularly in the
challenging milieu of minuscule objects or complex backdrops. The WIoU methodology
adeptly modulates its focus across different samples, mitigating the disproportionate
impact of low-quality or extreme cases. By integrating the concept of “outliers,” WIoU
offers a refined and effective means of assessing prediction quality, which is especially
beneficial in datasets characterized by high variability or inconsistent quality. The formula
for WIoU is outlined below:

LWIoU = RWIoU LIoU (7)

RWIoU = exp

(
x − xgt

)2
+

(
y − ygt

)2(
W2

g + H2
g

)
 (8)

LIoU = 1 − IoU (9)

In the modified loss function LWIoU used in YOLOv8, the RWIoU term scales the IoU
loss to focus on sample quality. The variables within RWIoU are defined as follows:

x and y: The expected bounding box’s center coordinates.
xgt and ygt: The coordinates of the ground truth bounding box’s center.
wg and wg: The ground truth bounding box’s height and width.
The term RWIoU is calculated using the exponential function to emphasize the influence

of anchor frames closer to the ground truth by reducing the impact of those further away.
The IoU loss LIoU is the complement of the IoU between the predicted and ground truth
bounding boxes, which inherently focuses on the overlap quality. In Equation (9), the loss
function is modified to give priority to anchor frames of average quality and reduce the
impact of extreme samples, improving the generalization capacity and overall performance
of the model. By making this modification, the model is guaranteed to focus more on
normal, high-probability samples and less on outliers, resulting in a more stable and
efficient gradient throughout training.

4. Experiments and Analysis of Results
4.1. Experimental Setup and Dataset
4.1.1. Dataset

In the field of machine vision, the micro-capacitor surface defect (MCSD) dataset
was meticulously compiled for the inspection and analysis of minute defects in various
types of capacitors. This dataset is unique in its focus on the intricacies of tiny capacitors,
encompassing a wide range of defect types and capacitor sizes, suitable for rigorous
AVI applications.

Our MCSD dataset contained 1358 high-resolution images of four unique types of
miniature capacitors, each varying in size and defect characteristics. This dataset was rich,
with 2450 meticulously annotated ground truth boxes, showcasing a wide variety of defects.
For each capacitor type, the size, type, and specific defects are detailed in the table below.

Every image in the MCSD dataset was carefully marked with precise bounding boxes,
identifying the exact location and extent of each defect. This dataset presents an in-depth
view of defect distribution, considering both size and position, as detailed in Table 1.
Sourced from real industrial settings, the MCSD dataset is highly relevant and applicable
for practical use.
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Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset.
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Size

10 mm
offsets scratches breakage

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

5 mm
lead warpage mushy spots magnet indentation chipping

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

0.4 mm
spillage scratches deformation soiling

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

2 mm
breakage scratches leakage pits spillage

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

Appl. Sci. 2024, 14, x FOR PEER REVIEW 9 of 17 
 

In terms of experimentation, we split the dataset into training and validation sets at 
a 9:1 ratio. This split was designed to optimize model training and evaluate performance 
effectively. Such a division provided a thorough understanding of the model’s ability to 
detect a broad spectrum of defects across various sizes of capacitors. 

Table 1. Representative samples from the micro-capacitor surface defect (MCSD) dataset. 

Capacitor 
Size  

10 mm 

offsets scratches breakage 

   

5 mm 

lead warpage mushy spots magnet indentation chipping 

    

0.4 mm 

spillage scratches deformation soiling 

    

2 mm 

breakage scratches leakage pits spillage 

     

4.1.2. Experimental Setup 
This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming 

language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the 
Mosaic method was used to enhance the data. The number of training rounds was 400, 
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all 
experiments in this article, while the batch size and number of training rounds were set to 
32 and 300, respectively [35,36]. 

4.1.3. Evaluation Metrics 
In assessing the performance of micro-capacitor defect detection, we considered sev-

eral metrics: 
Precision: This is the product of the number of successfully discovered defects, or 

true positive detections (TP), and the total number of false positives (FP), or occurrences 
of false positives that were mistakenly labeled as defects. 

In terms of experimentation, we split the dataset into training and validation sets at a
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detect a broad spectrum of defects across various sizes of capacitors.

4.1.2. Experimental Setup

This experiment used an NVIDIA GeForce RTX 4090 GPU, Python 3.8 programming
language, Pytorch 2.0.0, and CUDA 11.8. The image input size was 640 × 640, and the
Mosaic method was used to enhance the data. The number of training rounds was 400,
and the initial learning rate was set to 0.01. The starting learning rate was set to 0.01 in all
experiments in this article, while the batch size and number of training rounds were set to
32 and 300, respectively [35,36].

4.1.3. Evaluation Metrics

In assessing the performance of micro-capacitor defect detection, we considered
several metrics:

Precision: This is the product of the number of successfully discovered defects, or true
positive detections (TP), and the total number of false positives (FP), or occurrences of false
positives that were mistakenly labeled as defects.

Recall: This metric calculates the number of true positives divided by the sum of true
positives and false negatives FN, where false negatives represent defects that the model
failed to detect.
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Average precision (AP): AP was derived by summing the precision at each instance
Pri and dividing by the sum of all ranks (r), which collectively assess the model’s precision
at different levels of recall or detection confidence.

Mean average precision (mAP): By dividing the AP by the total number of classes
(num_classes), one can calculate the mean of the AP values for all classes (mAP), which
provides a unified performance metric that illustrates the accuracy of the model for all
defect types.

These measures are defined as follows:

Presion =
TP

TP + FP
(10)

Recall =
TP

TP + FN
(11)

AP =
∑ Pri

∑ r
(12)

mAP =
AP

num_classes
(13)

4.2. Comparative Experiment of Attention Module and Loss Function

To ascertain the efficacy of various attention mechanisms and loss functions in aug-
menting the YOLOv8 algorithm for our dataset, this study meticulously crafted a suite of
comparative experiments. These experiments meticulously integrated a variety of attention
mechanisms and loss functions into the YOLOv8 framework to rigorously assess their
capability to tackle practical challenges.

Table 2 presents a comparative analysis of four distinct attention mechanisms: SE,
CBAM, CA, and Simam. Furthermore, Table 3 focuses on six divergent loss functions:
CIoU, DIoU, GIoU, SIoU, EIoU, and WIou [22]. Both tables evaluate their respective
methods against three common metrics: parameters (M), frame rate (Fps), and mean
average precision (mAP@0.5).

Table 2. Comparison of results with different loss functions.

Model IoU Parameters/M Fps mAP@0.5 (%)

YOLOv8n

CIoU 3.01 96 86.3
DIoU 3.01 101 85.8
GIoU 3.01 98 87.1
SIoU 3.01 103 87.0
EIoU 3.01 96 86.8
WIoU 3.01 99 88.6

Table 3. Comparison of results with different attention modules.

Model Attention
Mechanisms Parameters/M Fps mAP@0.5 (%)

YOLOv8n

SE 3.01 109 87.4
CBAM 3.08 104 87.8

CA 3.04 101 89.1
Simam 3.01 94 90.3

After evaluating the performance of various attention mechanisms, the Simam at-
tention mechanism emerged as the superior choice, achieving an optimal mean average
precision (mAP@0.5) score of 0.903. However, it processed frames at a slightly reduced rate
of 94 frames per second, indicating a trade-off between high accuracy and the system’s real-
time response. When it comes to selecting a loss function, the WIoU loss function stood out
with a leading mAP@0.5 score of 0.886 while facilitating real-time processing capabilities at
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99 frames per second. This balance suggests that WIoU is well-suited for real-time object
detection systems, striking an effective balance between enhancing detection accuracy and
maintaining processing speed.

Taking into account both precision and computational efficiency, we chose to inte-
grate the Simam attention mechanism and WIoU loss function into YOLOv8, a decision
supported by our comprehensive ablation study. This combination not only enhanced
the detection accuracy in our dataset but also met the stringent real-time performance
requirements of industrial applications [37]. The ablation study further corroborated the
efficacy of both the Simam attention mechanism and WIoU loss function in our specific
dataset. Looking ahead, our future endeavors will focus on deploying these methodologies
across broader and more heterogeneous datasets, aiming to confirm their scalability and
effectiveness in a variety of real-world scenarios.

4.3. Ablation Experiment

Table 4 outlines the ablation studies we conducted, which were designed to thoroughly
assess the improvements added to the YOLOv8 model. Specifically, these enhancements
included the integration of the SimAM attention mechanism, the BiFPN architecture, and
the Wise-IoU (WIoU) loss function. The results of these experiments offer clear, quantifiable
evidence of the performance boosts each modification brings to the table.

Table 4. Comparison of results from ablation experiments.

Model Parameters/M FPS/f.s-1 mAP@0.5

YOLOv8n 3.01 96 86.3
YOLOv8n + Simam 3.01 94 90.3
YOLOv8n + BiFPN 3.37 83 90.0
YOLOv8n + WIoU 3.01 99 88.6

YOLOv8n + Simam + WIoU 3.01 93 93.0
YOLOv8n + Simam + BiFPN + WIoU 3.37 78 95.8

The YOLOv8n framework’s application of the SimAM attention mechanism produced
a 2.3% increase in mean average precision (mAP) over the baseline YOLOv8 model, indicat-
ing the mechanism’s efficacy in enhancing the detection of minute and complex information.
A comparable 2.3% gain in mAP over the baseline was obtained by integrating the BiFPN,
which improved the feature fusion capabilities of the model. This emphasizes how the
BiFPN helps enhance feature representation, which helps provide more precise object
localization and recognition. With a 3.3% gain in mAP over the initial model, the switch
from the conventional CIoU loss function to the WIoU loss function showed a notewor-
thy improvement. This modification shows how well the WIoU loss function optimizes
the model for improved generalization [38]. The SimAM attention mechanism and the
WIoU loss function resulted in a 2.7% increase in mAP over the baseline in the model.
This combination suggests a synergistic impact that improves the overall performance of
the model.

Most impressively, the integration of SimAM, BiFPN, and WIoU into the YOLOv8n
framework boosted the mAP by 9.5% over the baseline model. The combination of these
three enhancements substantially elevated performance, demonstrating their collective
impact in creating a robust model capable of detecting minute and low-contrast defects
with high precision.

4.4. Comparison with Other Algorithms

According to the empirical findings displayed in Table 5, the suggested small-scale
capacitor identification model has significant benefits in comparison with the current
cutting-edge target detection algorithms, such as SSD, Faster RCNN, and YOLO versions
5n, 7-tiny, and 8. The model introduced in this paper, referred to as “Ours”, achieved a
noteworthy enhancement in mean average precision (mAP) at a threshold of 0.5—recording
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a significant 95.8% as opposed to the original YOLOv8′s 86.3%. This improvement marks
a 9.5% increase in mAP, which is substantial considering the operational parameters of
the model. Our model not only excelled in precision but also demonstrated an impressive
frame rate of 78 FPS, which, while slightly lower than that of YOLOv7-tiny, is considerably
higher than that of the more computationally demanding models like Faster RCNN. This
balance of speed and accuracy indicates that our model is not only more precise but also
operationally efficient. The marginal increase in the number of parameters from YOLOv8
to our model (from 3.01 M to 3.37 M) is a modest trade-off for the significant gains in
detection accuracy. In comparison with other models’ recall rates, our model demonstrated
an approximate 2.5% improvement over the highest-performing model in the category,
Gold-YOLO, which has a recall rate of 87.9%. This enhancement signifies that our model
is more proficient in correctly identifying a greater number of true positives, i.e., defects.
This capability is particularly crucial in the context of micro-capacitor defect detection, as it
ensures the comprehensive identification of all potential defects. The slight increment in
model complexity did not impede the processing speed, as evidenced by the fps metric,
which is crucial for real-time detection tasks. Other updated models’ performance on our
MCSD dataset demonstrated a minor reduction from their findings on their respective
originally selected public datasets, aside from the foundational models in the YOLO series.
This discrepancy in performance might be explained by these models’ restricted capacity
for generalization, especially in the narrow field of micro-capacitor defect detection. These
restrictions draw attention to the difficulty of modifying current models to fit extremely
precise and subtle jobs, highlighting the necessity for customized methods in machine
vision applications meant for complex micro-capacitor defect detection.

Table 5. Comparison of results from different algorithms.

Model Parameters/M FPS/f.s-1 Precision/P Recall/R mAP@0.5

SSD [39] 26.29 63 72.8 66.5 70.1
Faster RCNN [40] 134.08 16 80.1 72.4 76.4

YOLOv5n [41] 7.05 58 86.7 86.8 88.8
TPH-YOLOv5 [42] 46.3 61 92.7 82.3 88.4
YOLOv7-tiny [43] 6.05 120 73.5 81.2 81.8

YOLOv8n [44] 3.01 96 90.3 80.7 86.3
Gold-YOLO [45] 5.61 95 83 87.9 83.5

Ours 3.37 78 97.9 91.2 95.8

These discoveries hold manifold implications. Primarily, the substantial increase
in mAP signifies a significant augmentation in the model’s capacity to identify minute
capacitive anomalies—a pivotal facet in ensuring quality control within the realm of
electronics manufacturing. Second, the preservation of computational efficiency, i.e., the
steadfastness in computation and fps, underscores the model’s potential for real-time
applications. Sustaining this equilibrium between high detection accuracy and operational
efficiency stands as a linchpin for practical implementation in industrial settings.

Moreover, our model evinces robustness and efficacy in grappling with the intricacies
entailed in the detection of minute capacitor defects compared with established models,
such as SSD, Faster RCNN, YOLOv5n, and YOLOv7-tiny. This facet bears paramount
significance in the sphere of electronic component fabrication, wherein the discernment of
the tiniest imperfections assumes a pivotal role in assuring the reliability and performance
of the entire system.

Furthermore, the detailed comparison presented in Table 6 elucidates the superior per-
formance of our model over a range of defect types. Specifically, our model demonstrated
exceptional precision in identifying ‘B-leakage’ and ‘B-pit’ defects, with an AP of 97.3%
and 99.9% respectively, eclipsing the other YOLO variants by a significant margin. These
findings are not just statistical victories; they translate into tangible benefits in the manufac-
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turing process, in which early and accurate defect detection is crucial to maintaining the
integrity of the production line.

Table 6. Comparative analysis of defect detection performance across YOLO models (AP %).

Model 4 B-Leakage 6 B-Pit 9 C-Mushy Spot 12 C-Chipping 14 D-Defect 16 D-Soiling

YOLOv5n 82.4 95.0 84.3 89.9 75.0 82.4
YOLOv7-tiny 66.7 62.5 71.3 82.1 60.5 63.9

YOLOv8n 92.5 72.1 86.1 88.9 42.0 71.9
Ours 97.3 99.9 91.0 91.3 75.5 95.6

In instances of ‘C-mushy spot’ and ‘C-chipping’ defects, our model again surpassed
the YOLOv5n and YOLOv7-tiny, with APs of 91.0% and 91.3%, respectively. This high
level of accuracy in defect detection ensures that even the most subtle irregularities are
captured, which is vital for the longevity and reliability of electronic components. For
‘D-defect’ and ‘D-soiling’, the improved model maintained its lead with an AP of 75.5% and
95.6%. These scores are not only reflective of the model’s ability to detect a wide variety of
defect types but also its adaptability to different defect characteristics, which is essential for
a comprehensive quality control system.

4.5. Visualization of the Results

Figure 5 shows the visualization of defect detection on the MCSD dataset for a qualita-
tive assessment. Each row in the figure indicates a different type of defect. The outputs
from YOLOv7-tiny, YOLOv5n, and YOLOv8 are displayed in the third, fourth, and fifth
columns, respectively, and the first column displays the findings from our model and three
comparable algorithms.
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Our model excelled notably in pinpointing small and subtle defects, as can be seen in
the first column, particularly in challenging scenarios, such as edge anomalies or defects
with contours that are not clearly defined against their backgrounds. This proficiency



Appl. Sci. 2024, 14, 429 14 of 16

is evident in the rows showcasing these complex defect categories, in which our model
consistently outperformed the others in detection clarity and accuracy.

The second, third, and fourth columns validate the comparative performance of
the other algorithms. While YOLOv5n, YOLOv7-tiny, and YOLOv8 exhibited varying
degrees of success, they each demonstrate certain limitations in detecting less conspicuous
defects—a critical aspect in which our model demonstrates its robustness.

5. Conclusions

In the domain of automatic visual inspection (AVI) for miniature capacitor quality con-
trol, the accurate detection and characterization of small-sized defects remains a formidable
challenge. These challenges stem from the small size and limited sample availability of de-
fective micro-capacitors, leading to issues such as reduced detection accuracy and increased
false-negative rates in existing inspection methods. In response to these issues, this research
endeavored to introduce an enhanced YOLOv8 model algorithm, specifically designed
to elevate the accuracy of detecting minuscule capacitive defects in industrial production
settings. Our novel algorithm significantly augmented the model’s capability to identify
intricate, small-sized targets by leveraging the SimAM attention module and integrating
the BiFPN (bidirectional feature pyramid network) structure. The BiFPN, with its sophisti-
cated approach to feature fusion and layer connectivity, significantly bolstered the model’s
efficiency in discerning fine details, a key aspect in the realm of tiny defect detection.

Furthermore, we substituted the Wise-IoU loss function for the traditional CIoU loss
function, a calculated step that successfully lessened the negative influence of anomalous
samples during model training. This enhanced the model’s generalization capabilities,
leading to a fortified detection performance overall. Our experimental results, validated
using the micro-capacitor surface defect (MCSD) dataset comprising 1358 images represent-
ing four distinct types of micro-capacitor defects, speak volumes about the effectiveness of
our approach, especially evident in the significant uptick in the mean average precision
(mAP) metric. Impressively, we achieved this without piling on computational costs or
sacrificing frame rate. This underscores our model’s robustness and its competitive edge in
pinpointing minute capacitive defects in industrial processes.

We aim to broaden the scope of the MCSD dataset in future work to include a wider
variety of faults. We are also dedicated to continuously improving and fine-tuning our
system. We are optimistic that with persistent enhancements, our model will prove invalu-
able across a broad spectrum of practical applications, substantially elevating accuracy and
efficiency in industrial quality control.

Although our proposed enhanced YOLOv8 model shows significant progress in the
detection of defects in miniature capacitors, there are still some limitations. One of the
main issues is the reliance on the MCSD dataset. Although this dataset contains a wide
range of defect types, it may not be a comprehensive representation of the kinds of defects
that can occur in various industrial environments, which may limit the applicability and
effectiveness of the model when confronted with environments with unknown defect types
or deviations from the parameters of the dataset. Furthermore, although replacing the
Wise-IoU loss function with the CIoU loss function yielded positive results in our tests, the
generalization of this approach to all possible industrial application scenarios needs to be
further explored.
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