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#### Abstract

The existing question-and-answer screening test has a limitation in that test accuracy varies due to a high learning effect and based on the inspector's competency, which can have consequences for rapid-onset cognitive-related diseases. To solve this problem, a behavioral-data-based screening test is necessary, and there are various types of tasks that can be adopted from previous studies, or new ones can be explored. In this study, we came up with a continuous hand movement, developed a behavioral measurement technology, and conducted validity verification. As a result of analyzing factors that hinder measurement accuracy, this measurement technology used a web camera to measure behavioral data of hand movements in order to lower psychological barriers and to pose no physical risk to subjects. The measured hand motion is a hand rotation that repeatedly performs an action in which the bottom of the hand is seen in front. The number of rotations, rotation angle, and rotation time generated by the hand rotation are derived as measurements; and for calculation, we performed hand recognition (MediaPipe), joint data detection, motion recognition, and motion analysis. To establish the validity of the derived measurements, we conducted a verification experiment by constructing our own ground-truth dataset. The dataset was developed using a robot arm with two-axis degrees of freedom and that quantitatively controls the number, time, and angle of rotations. The dataset includes 540 data points comprising 30 right- and left-handed tasks performed three times each at distances of 57,77 , and 97 cm from the camera. Thus, the accuracy of the number of rotations is $99.21 \%$, the accuracy of the rotation angle is $91.90 \%$, and the accuracy of the rotation time is $68.53 \%$, making the overall rotation measurements more than $90 \%$ accurate for input data at 30 FPS for measuring the rotation time. This study is significant in that it not only contributes to the development of technology that can measure new behavioral data in health care but also shares image data and label values that perform quantitative hand movements in the image processing field.
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## 1. Introduction

A growing body of evidence shows substantial increases in diseases related to cognitive ability, such as mild cognitive impairment and dementia [1,2]. Because there is currently no cure for cognitive-related diseases, the best solution is to manage them with continuous treatment and monitoring based on early detection. The first step is regular cognitive screening to determine whether the patient needs subsequent clinical examination for further neuropsychological testing [3]. However, commonly used tests such as MMSE have several problems, including long retest duration resulting from a strong learning effect [4-6]. Moreover, these tests have been repeatedly shown to be related to educational attainment [7-9], with results decreasing as age increases [10-12]; they are also affected by social class and socioeconomic status [12-14].

In the case of rapidly progressive dementia, a single misdiagnosis can lead to fatal consequences for the patient [15]. Preemptive solutions whereby people can easily test
themselves to see whether they need serious tests are helpful. To solve this problem, several researchers have developed cognitive ability measurement technology based on behavioral data that can be assessed without a heavily trained professional and that also often has lower learning effects $[16,17]$. However, these methods also have shortcomings. For example, gait tracking data require a large space because there is a risk of patient accidents, such as falls [18-20]. However, existing cognitive testing studies using hand movements [21-23] have limitations in quantitatively collecting and managing patient condition data because the tester qualitatively judges the accuracy of hand movements. Additionally, in one study that measured hand behaviors using virtual devices [24,25], psychological barriers arose from using unfamiliar devices.

Our goal is to devise biometric behavioral measures that can be systematically captured and that reduce spatial constraints, have a lower learning curve, reduce subjects' accident risk, have fewer instructions, require less equipment, and be less physically invasive. To be clear, we are not attempting to replace clinical testing, but we hope to come up with a screening method that is measured through a digital system. During this research, we selected a continuous wrist-rotating movement, defined its measurement through a common webcam device, and conducted an experiment with a dataset with a robot arm capable of precise control. As wrist-rotating movement is a continuous behavior, it is hard to make a person rotate at a certain speed or angle. Therefore, we have constructed a groundtruth dataset using a robot. After defining the hand gesture recognition methodology for rotation, we assigned various tasks to the dataset: defining 30 types of different rotation setting to mimic human movements; and we tested the accuracy of our algorithm to calculate the rotation movements. We calculated the prediction accuracy and tested the feasibility of the tasks.

## 2. Related Works

### 2.1. Cognitive Ability Assessment Based on Behavior Data

There is a strong body of recent research on cognitive function measurement based on behavioral data such as gait cycles and hand movements. To measure cognitive function based on gait data, a gait is divided into gait cycles [18,20], for which normal walking [26] and walking faster than usual are measurement targets [19]. In each study, researchers calculated various temporal and spatial variables calculated based on the measured motion data and conducted a correlation analysis of cognitive functioning. In the case of measurement research based on hand movement data, studies were conducted on imitations of static [21,22] and dynamic gestures [23] for one or both hands and on daily life performance abilities [24]. Research based on hand movement data is broadly divided into studies examining hand movement imitation and rule-based performance measurement. The measured movements used in hand movement imitation research are divided into simple hand movements using one hand and complex hand movements using both hands, depending on their complexity. Previous studies measured the imitation ability of static movements using either one or both hands. Measurements have been made, and recently, research has been conducted on the imitation of hand movements that are both static and dynamic [23] or do not have the same meaning [27]. Most hand movement imitation studies have measured accuracy based on the examiner's subjective judgment, and Negin et al. developed a deep learning algorithm to measure the accuracy of subjects' imitation movements [23]. The movements performed by the subjects are one-handed movements and two-handed movements. When making a movement using one hand, a representative movement outlines the shape of a fox [21,22], and in some movements, only specific fingers are opened while a fist is clenched. For example, patients are asked to spread their index and middle fingers to form a V-shape [22]. In the case of movements that require the use of both hands, one representative movement symbolizes a pigeon, and the performed movements involve the fingers of each hand coming into contact. One simple example is touching the tips of the index and ring fingers of both hands together [27]. In the case of rule-based performance measurement, variables used in studies related to performance in
daily life include measurement of completion time for hand movements such as "putting on and buttoning a shirt correctly" [28] and on participants completing tasks correctly within a set time. We calculated the 'ability measure'-a score based on the number of attempts and the percentage of attempts in which the patient correctly performed the task [25]—and a measure of the subject's hand movement performance ability [24] through measurements of hand movement trajectory, hand movement speed, and task completion [24]. In this study, the ability measure corresponds to rule-based performance measurement, and we derived the number of rotations, rotation angle, and rotation time from the presented motion (see Section 4.1.1).

### 2.2. Behavioral Data Measurement Technologies

Behavioral data measurement movements fall broadly into two types: walking and hand movements. For the walking behavioral data measurement technology, we developed a three-axis acceleration sensor as a wearable device [15] for the subject's nondominant hand, and we conducted an experiment to collect data on the subject's walking speed, stride length, and stride length variability. Uitto (2021) used a markless motion-capture system (Kinect 2.0) to target the measurement index for the degree of joint bending through collection and calculation of skeleton landmarks. The GAITRite system is a professional gait analysis device [29]. The GAITRite mat has a length of 4.88 m and a width of 0.69 m , leaving 1.5 spaces at the front and rear of the mat to allow the subject to walk, and 1 cm sensors are arranged vertically every 1.27 cm . It is possible to collect measurement indicators such as step time and cycle time. Hand-movement-based behavioral data measurement technology mainly uses two types of measurement devices. In the case of imitation-based movement, Negin et al. (2018) collected the position and shape information of the subject's hand using a motion capture system (Kinect 2.0) and then calculated accuracy through a deep learning model and measured rule-based performance. In the case of using everyday activities, researchers evaluated the subject's performance in a virtual experimental environment using a virtual reality device [24,25]. Measurement of behavioral data with virtual reality devices posed difficulties in collecting accurate measurement indicators because of the psychological effects of using unfamiliar new technology. Therefore, our focus is to develop measurement technology that uses a web camera, which is less invasive. For imagebased detection of hand movements, previous research mostly focused on detecting static poses, such as sign language [30], or was based on finger detection, such as finger-tapping movement [31]. For hand rotation movement, detection is more challenging, as we need to detect the whole hand, and the movement includes changes in the depth of the hand from the camera's perspective.

### 2.3. Image-Processing-Based Hand Recognition

Recognizing dynamic hand movements in three dimensions is a difficult task in the field of CV. In general, studies [32-35] have been conducted on hand tracking recognition using CNN-based prediction models, and Zhang et al. (2020) uses a single RGB camera to derive 2.5-dimensional coordinates with excellent performance [35]. However, in the case of dynamic hand movements, it is important to be aware of the relationship to the previous frame after tracking. Watanabe et al. (2023) solved this relationship problem with a hybrid deep learning model that tracks dynamic hand movements while writing letters and numbers in the air, saves the movements as images, and classifies the images according to a hybrid model based on CNN and BiLSTM to create a prediction system [36]. In this study, rotation information based on the $z$-axis must be derived in three dimensions rather than in the two-dimensional ( $x-y$ ) plane of the hand, so a representative rotating body vector that can represent the rotation of the hand was selected and then rotated. The relationship according to each change was calculated according to pattern analysis.

## 3. Methods

In this work, we propose a wrist rotation recognition system for which the architecture is presented in Figure 1. First, the system must recognize hands captured by the web camera. Using a MediaPipe hand model on the video streams, we detected hand joints on each video frame. For each hand, we detected 21 joints, and the joint coordinates had three-dimensional data ( $x, y, z$ ). Next, we defined the rotating body representing hand rotation as a position vector from the wrist to the tip of the thumb. The next step was to convert the rotating body position vector to quaternion [37]. This is a data preprocessing step that made it possible to measure the rotation of the three dimensions. Finally, the system calculates from unit quaternion to Euler angles to indicate the change in the angle of the rotating body, and the determined change angles $\alpha, \beta$ and $\gamma$ are returned. After that, using this $\gamma$ of calculation values and the motion pattern analysis algorithm, the system conducts motion analysis and derives hand behavior data such as number, angle, and time of rotations. We explain each specific step taken in this study in the following subsections. The full dataset with the settings as labels and videos is posted online (link: https: / /bit.ly/47sO8wz (accessed on 20 December 2023)).
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Figure 1. Process of our method.

### 3.1. Defining Hand Behavior and Measurement Elements

In this study, the target measurement behavior was hand rotation. To capture the rotation movements, we needed to define how they could be captured and interpreted imagistically. From the camera's view, if a person first shows his/her palm to the camera, one rotation consists of flipping his/her hands to show the back of his/her hands and then flipping them back to show his/her palms. More specifically, the axis of hand rotation can be a normal vector of the $x-y$-plane passing through the wrist, and the rotating body can be a position vector from the wrist to the tip of the thumb. This simple hand rotation is shown in Figure 2. It is an exemplary hand rotation with a rotation of 1 and a rotation angle of $360^{\circ}$ captured through 30 frames. The three stages of hand rotation are increase, keeping, and decrease, and depend on the state of rotation angle change. The total rotational momentum is the sum of the increase in the rotation angle of the rotating body and the decrease in the rotating angle of the rotating body, and the unit is degrees. We used these to calculate the angle of rotation as the sum of the change angles of the increasing state and the decreasing state, and the time of rotation is the sum of the number of frames of all states. Because the input video was unified at 30 FPS, each frame was approximately 0.03 s .


Figure 2. Example of hand rotation for $360^{\circ}$ over 30 frames.

### 3.2. Hand Recognition

We used a MediaPipe hand model [35] for hand recognition and hand skeleton coordinate estimation. The MediaPipe hand model is an API proposed by Google for real-time hand tracking and joint coordinate estimation. A simple output example of the MediaPipe hand model is shown in Figure 3a. In detail, we ran the model with an ML pipeline in which two models (a palm detector and a hand landmark model) worked together. After the ML pipeline is run, the model has three outputs: 21 hand landmarks, a hand flag indicating probability, and a binary classification of handedness. We needed estimated landmarks for three-dimensional hand data (i.e., $x, y$, and relative depth) and binary classification, but we used only the landmarks because the hand rotations function caused many self-occlusions and blurring that affected error classification. Therefore, when we detected two hands in the input image, the $x$-coordinate of the center point of both hands' landmark 0 was obtained using Equation (1). After that, the x-coordinate value of landmark 0 and the center $x$-coordinate value were compared, and the $x$-coordinate value of landmark 0 was classified as 'left hand' when the $x$-coordinate value of landmark 0 was large and 'right hand' when it was small, as shown in Figure 3b.

$$
\left\{\begin{array}{l}
\text { center }_{x}=\min \text { landmark }{ }_{0 x}+\left|\frac{\text { firstlandmark }_{0 x}-\text { secondlandmark }_{0 x}}{2}\right|  \tag{1}\\
\text { min landmark } k_{0 x}=\operatorname{Min}\left(\text { firstlandmark }_{0 x}, \text { secondlandmark }_{0 x}\right)
\end{array}\right.
$$



Figure 3. Example of MediaPipe hand model: (a) model output image with 21 landmarks and (b) distinction between right and left hands.

### 3.3. Converting to Quaternion

This section explains the preprocessing step to convert the detected coordinate values into calculable data. First, the wrist to the tip of the thumb on the rotating body was a position vector that used landmark 0 and landmark 4 within the estimated landmarks. Next, we converted to unit quaternions for rotation in a 3-dimensional space. We defined a quaternion $q \in H$ as a summation of both real and imaginary numbers, as in Equation (2).

$$
\begin{equation*}
q=w+i x+i y+k z \tag{2}
\end{equation*}
$$

where the components of the 4 -tuple are $w, x, y, z \in R$ and three imaginary numbers $i, j, k \in S^{3}, V$ are required, as in Equation (3). Also, when $w=0$, it is called a pure quaternion, which corresponds to a vector in a 3-dimensional space.

$$
\begin{equation*}
i^{2}=j^{2}=k^{2}=i j k=-1 \tag{3}
\end{equation*}
$$

### 3.4. Behavior Recognition

### 3.4.1. Quaternion to Euler Angles

We converted the quaternion to Euler angles to check the amount of change in the rotating body, as shown in Equation (4).

$$
\left\{\begin{array}{l}
\alpha=\operatorname{atan} 2\left(2\left(q_{w} q_{x}-q_{y} q_{z}\right) / s,\left(1-2\left(q_{x}^{2}+q_{y}^{2}\right)\right) / s\right)  \tag{4}\\
\beta=\operatorname{asin}\left(2\left(q_{x} q_{z}+q_{w} q_{y}\right)\right) \\
\gamma=\operatorname{atan} 2\left(2\left(q_{w} q_{z}-q_{x} q_{y}\right) / s,\left(1-2\left(q_{y}^{2}+q_{z}^{2}\right)\right) / s\right) \\
s=2\left(q_{x} q_{z}+q_{w} q_{y}\right)
\end{array}\right.
$$

The rotation angles are $\alpha, \beta$, and $\gamma$ with respect to each of the $x$-, $y$-, and $z$-axes. Next, we constructed continuous data by calculating the Euler angles on the rotating bodies of both hands in all frames of the input images and stored the values in the system.

### 3.4.2. Pattern Analysis

In this system, behavior was recognized by analyzing patterns of $\gamma$ within the continuous data. As mentioned in Section 3.1, hand rotation falls into three stages: increase, keeping, and decrease. Accordingly, we used our pattern-analysis algorithm to find the inflection points of $\gamma$ and compared the gradient signs to find those three states in this continuous data. Our algorithm consists of five stages, as shown in Figure 4.


Figure 4. Process of pattern analysis for behavior recognition.

1. Input the continuous data: $\gamma$ of both hands within the continuous data
2. Slice data: Clip shape as in Figure 5 and set the initial values of the start point, middle point, and end point to 1,5 , and 10 , respectively.
3. Calculate gradient: Calculate gradient values for the first half and the second half. If the absolute value of the gradient is less than 0.1 , treat it as 0 .
4. Compare gradient: Gradient sign compared between the first half and second half
(a) First half gradient $=0$ : Add 5 to every point and return to process 2.
(b) Equivalence: Add 5 to Middle point and End Point and return to process 2.
(c) Difference: Go to process 5.
5. Output: If the sign is minus, the rotation is in the decrease state, whereas if the sign is plus, the rotation is in the increase state. Angle and time of state are calculated by Equations (5) and (6), respectively.


Figure 5. Data-sliced shape used for pattern analysis.

$$
\begin{align*}
& \mid \text { First } \text { hal }_{\text {max }}|+| \text { First hal } f_{\text {min }} \mid  \tag{5}\\
& \text { End point } \text { Frame }- \text { Start point } \text { Frame } \tag{6}
\end{align*}
$$

Repeat the process explained in Section 3.4.2 until the endpoint becomes the last frame of the input video. Our proposed system measures a pair of decreasing and increasing states in hand rotation. Additionally, the angle and time of hand rotation are the sums of the angles and times, respectively, for each state.

## 4. Experiment

We conducted an experiment to evaluate the performance of our suggested method to capture hand rotation. To obtain performance evaluation and refraction correction
values while taking into consideration camera refraction, the experiment imposed different distances between the camera and the experimental robot. The selection criteria for the distances was: 57 cm based on the minimum distance at which both hands can stably enter the camera angle, 77 cm with the left and right hands of the experimental robot on the same line on the three-division baseline, and 97 cm with both hands of the experimental robot at the center when we divided the input image into nine division grid cells. Because the purpose of the experiment was to measure the accuracy of the behavioral data measurement index, we established the following hypotheses for variables that may occur during hand rotation. The situations in which the hypotheses occur comprised 30 tasks, as shown in Table 1.

1. Human-to-human hand rotation angle difference.
2. Changes over time between rotations while performing rotational actions.
3. Change in rotational speed while performing rotational action.
4. Rotation angle change while performing rotational action.
5. Synchronization changes between both hands during rotation, e.g., increasingly, synchronization between both hands is wrong.
In order to carry out the five hypotheses listed above, we constructed the variables shown in Table 1 as the following: angle of rotation, number of rotations, time between rotations (TBR), time of keeping state (TOK), time of rotation change amount (TCA), and angle of rotation change amount (ACA). To describe each variable in detail, the angle of rotation and number of rotations represent the angle or number of rotations performed by the robot arm, as indicated by the variable name. TBR and TOK are variables representing the retention time of the rotation between each rotation time in milliseconds. For example, if there is a three-rotation 50 TBR , the time between the first and second rotations is 50 ms , the time between the second and third rotations is 100 ms , and the time between the rotations is equal to TBR. TOK is applied to the keeping state described in Section 3.1 with the same principle. Finally, TCA and ACA also form an equal sequence in units of TCA and ACA. TCA represents the amount of change in the total time it takes to perform one rotation. Simply put, if TCA is negative, the rotational speed increases as the number of rotations increases, and in the case of a positive number, rotational speed decreases. ACA represents a unit of rotation angle change, and in the case of negative numbers, as the number of rotations increases, the rotation angle performed by the robot arm becomes smaller, and in the case of positive numbers, the rotation angle becomes wider and wider.

We derived the average by performing 30 tasks three times each. We measured the right hand and left hand for the designated task execution rotation time, average rotation angle, and total hand rotation speed. We used the mean absolute percentage error (MAPE) to verify the accuracy of the measurement index, as depicted by Equation (7). $A_{t}$ is the actual value performed by the experimental robot arm, $F_{t}$ is the value predicted by the system proposed in this paper, and MAPE expresses the accuracy of the value predicted by the system as a ratio, so it was used to calculate the performance accuracy of this system because it can intuitively check and compare the accuracy of measurement elements with different units:

$$
\left\{\begin{array}{l}
\text { MAPE }=\frac{100}{n} \sum_{t=1}^{n}\left|\frac{A_{t}-F_{t}}{A_{t}}\right|  \tag{7}\\
\text { Accuracy }=100-\text { MAPE }
\end{array}\right.
$$

In addition, correction processing for refraction according to the internal parameters of the camera is required. As a simple explanation of camera refraction, an object appears large when the distance between the camera and the object is small, which means that because the object appears large, it seems to have less mobility in the image; and if the distance is far, an object appears relatively small in the image, so the same movement that occurred in the previous case would look small. Because this is fatal to the indicators for measuring the angle of hand rotations, we applied a correction constant according to the camera distance. We extracted the camera distance correction constant using the distance between the robot arm and the camera $57 \mathrm{~cm} 180^{\circ}$ hand rotation image; and the correction
constant 0.018319779725 , which is added as the distance between the robot arm and the camera, increases by 1 cm at 57 cm using the difference between the value extracted using the $180^{\circ}$ hand rotation image. We extracted the basic constant using the distance between the robot arm and the camera, and the angle of rotation measurement index was refracted according to distance, as shown as follows in Equation (8).

$$
\begin{equation*}
\text { Angle of rotation }=(\text { Distance }-57) \times 0.018319779725+0.28953692 \tag{8}
\end{equation*}
$$

We use SPSS for statistical analysis on a computer with an Intel(R) Core(TM) i7-11700 KF processor, 128 GB RAM, an ABKO QHD 1944P webcam as the video input device, and Windows 10 Education 64-bit. The specific specifications of the web camera used in the experiment are: five resolutions enabled (QHD ( $2592 \times 1944$ pixels), $2 \mathrm{~K}(2048 \times 1536)$, FHD $(1920 \times 1080)$, $\mathrm{HD}(1280 \times 730)$, and $\operatorname{SD}(640 \times 480))$; pixels with five megapixels, $80^{\circ}$ field of view; 30 fps framerate; and a glass lens.

The tasks were constructed to implement the aforementioned movements from Section 4 using the experimental robot arm. The first hypothesis implementation of Section 4 corresponds to Task 1 to Task 6, and only the value of the angle of rotation variable changes. The second hypothesis corresponds to Task 7 to Task 12, and the value of the angle of rotation variable and the value of the TOK variable change according to the task number. The third hypothesis corresponds to Task 13 to Task 18, and the value of the angle of rotation variable and the value of the TCA variable change according to the task number. The fourth hypothesis corresponds to Task 19 to Task 24, and the value of the angle of rotation variable and the value of the ACA variable change according to the task number. In the previous four hypotheses, both hands of the experimental robot arm receive the same variable values and act in synchronization, while in order to implement the fifth hypothesis, all other variable values except for the angle of rotation were implemented differently from Task 25 to Task 30. The changes to the variables according to the task number can be easily confirmed in Figure 6.


Figure 6. Curve trends for variables by task number.

Table 1. Table showing variables by task.

| Task | Hand | Angle of <br> Rotation | Number of Rotations | TBR (ms) | TOK (ms) | TCA (ms) | ACA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Task 1 | Both | $180^{\circ}$ | 10 | 0 | 0 | 0 | $0^{\circ}$ |
| Task 2 | Both | $120^{\circ}$ | 10 | 0 | 0 | 0 | $0^{\circ}$ |
| Task 3 | Both | $100^{\circ}$ | 10 | 0 | 0 | 0 | $0^{\circ}$ |
| Task 4 | Both | $80^{\circ}$ | 10 | 0 | 0 | 0 | $0^{\circ}$ |
| Task 5 | Both | $60^{\circ}$ | 10 | 0 | 0 | 0 | $0^{\circ}$ |
| Task 6 | Both | $40^{\circ}$ | 10 | 0 | 0 | 0 | $0^{\circ}$ |
| Task 7 | Both | $180^{\circ}$ | 10 | 0 | 50 | 0 | $0^{\circ}$ |
| Task 8 | Both | $120^{\circ}$ | 10 | 0 | 50 | 0 | $0^{\circ}$ |
| Task 9 | Both | $100^{\circ}$ | 10 | 0 | 50 | 0 | $0^{\circ}$ |
| Task 10 | Both | $80^{\circ}$ | 10 | 0 | 50 | 0 | $0^{\circ}$ |
| Task 11 | Both | $60^{\circ}$ | 10 | 0 | 50 | 0 | $0^{\circ}$ |
| Task 12 | Both | $40^{\circ}$ | 10 | 0 | 50 | 0 | $0^{\circ}$ |
| Task 13 | Both | $180^{\circ}$ | 10 | 0 | 0 | 50 | $0^{\circ}$ |
| Task 14 | Both | $120^{\circ}$ | 10 | 0 | 0 | 50 | $0^{\circ}$ |
| Task 15 | Both | $100^{\circ}$ | 10 | 0 | 0 | 50 | $0^{\circ}$ |
| Task 16 | Both | $80^{\circ}$ | 10 | 0 | 0 | 50 | $0^{\circ}$ |
| Task 17 | Both | $60^{\circ}$ | 10 | 0 | 0 | 50 | $0^{\circ}$ |
| Task 18 | Both | $40^{\circ}$ | 10 | 0 | 0 | 50 | $0^{\circ}$ |
| Task 19 | Both | $180^{\circ}$ | 10 | 0 | 0 | 0 | $-4.4{ }^{\circ}$ |
| Task 20 | Both | $120^{\circ}$ | 10 | 0 | 0 | 0 | $-2.64{ }^{\circ}$ |
| Task 21 | Both | $100^{\circ}$ | 10 | 0 | 0 | 0 | $-0.88^{\circ}$ |
| Task 22 | Both | $80^{\circ}$ | 10 | 0 | 0 | 0 | $0.88^{\circ}$ |
| Task 23 | Both | $60^{\circ}$ | 10 | 0 | 0 | 0 | $2.64{ }^{\circ}$ |
| Task 24 | Both | $40^{\circ}$ | 10 | 0 | 0 | 0 | $4.4{ }^{\circ}$ |
| Task 25 | Left | $180^{\circ}$ | 15 | 50 | 50 | 50 | $-4.4{ }^{\circ}$ |
|  | Right | $180^{\circ}$ | 10 | 30 | 100 | 30 | $-4.84^{\circ}$ |
| Task 26 | Left | $120^{\circ}$ | 15 | 50 | 50 | 50 | $-2.64{ }^{\circ}$ |
|  | Right | $120^{\circ}$ | 10 | 30 | 100 | 30 | $-3.08^{\circ}$ |
| Task 27 | Left | $100^{\circ}$ | 15 | 50 | 50 | 50 | $-0.88^{\circ}$ |
|  | Right | $100^{\circ}$ | 10 | 30 | 100 | 30 | $-1.32^{\circ}$ |
| Task 28 | Left | $80^{\circ}$ | 15 | 50 | 50 | 50 | $0.88{ }^{\circ}$ |
|  | Right | $80^{\circ}$ | 10 | 30 | 100 | 30 | $1.32^{\circ}$ |
| Task 29 | Left | $60^{\circ}$ | 15 | 50 | 50 | 50 | $2.64{ }^{\circ}$ |
|  | Right | $60^{\circ}$ | 10 | 30 | 100 | 30 | $3.08^{\circ}$ |
| Task 30 | Left | $40^{\circ}$ | 15 | 50 | 50 | 50 | $4.4{ }^{\circ}$ |
|  | Right | $40^{\circ}$ | 10 | 30 | 100 | 30 | $4.84{ }^{\circ}$ |

### 4.1. Experimental Apparatus

### 4.1.1. Hardware Configuration

The robot arm hardware in question consists of a model hand, joint motor, and saucer and has a total height of 65 cm , width of 35 cm , and thickness of 35 cm . The model hand was manufactured through 3D modeling and has a height of 22 cm , a width of 15 cm , a thickness of 5 cm , and an apricot color with a hex color code of \#fbceb, as shown in Figure 7a. Next, the joint motors can be position- and speed-controlled at the same time, and the Dynamixel motor was built by combining the model hand to synchronize and control the joint motors of both hands. In the case of joint motors, different motors were used and are divided into upper and lower ends, as shown in Figure 7b.

The upper motor is model XC430-W150-T, and the lower motor is model XL430-W250T. For the upper motor, the controller is an ARM CORTEX-M3 ( $72 \mathrm{MHz}, 32$ bit) with a maximum speed of 99 RPM and 360 degrees of rotation that can be precisely controlled in $0.088^{\circ}$ increments with values from 0 to 4095 . The lower motor controls the rotation axis of the hand rotation and serves to control the shaft shaking caused by the operation of the upper motor, and the upper motor, MCU , and gear ratio are the same except that it has a maximum RPM of 83 . Finally, to minimize recoil caused by motor driving, we manufactured a support plate of 30 cm in height, 35 cm in width, and 35 cm in thickness to fix the drive motor. In addition, we used an NVIDIA (Santa Clara, CA, USA) Jetson Nano as the computer for motor control and two U2D2 (electric signal converters) for each port for simultaneous control of the right and left hands. The motor power was provided via SMPS 12V power through a U2D2 PWH (power hub).


Figure 7. Our robot arm used for ground truth: (a) hands made by modeling, the unit is cm ; (b) robot arms.

### 4.1.2. Software Configuration

The robotic arm software used ROS Melodic and Python 3.7 in the Ubuntu LTS 18.04 operating system, the joint motor MCU firmware was set to V45, and the operating mode was set to time-based position mode. In the case of the ROS node, when the task number is entered through the task order node with the task order and the right hand and left hand, the task values in Table 1 are transmitted to the right hand and left hand nodes to operate the joint motor and and store the log values. Figure 8 below briefly shows the software flow of the robot arm. A red arrow shows a connection through a subscription to receive drive values before the software is activated, while a black arrow shows the flow from task input to the joint motor drive.


Figure 8. Architecture of our robot arm. The black arrow represents the task flow, and the red color represents the flow receiving status information.

## 5. Results

In this study, the aforementioned ground-truth dataset was used to verify behavioral data measurement technology through hand rotation recognition. We verified our method for measurement by using the predicted values through the relevant hand motion recognition technology and the label values stored in the log of robot arm's actual driving value, as shown in Figure 8. As shown in Table 2 and Figure 9, the average accuracy for the number of rotations is $99.21 \%$ (4.64), the average accuracy for the angle of rotation is $91.90 \%$ (6.98), and the average accuracy for the time of rotation is $68.67 \%$ (16.59).

Table 2. Accuracy results between ground-truth dataset and predicted values as measured by robot arm elements.

| Measurement Factor | $\mathbf{N}$ | Average (std) | Minimum | Maximum |
| :--- | :---: | :---: | :---: | :---: |
| Number of rotations | 540 | $99.21(4.64) \%$ | $40.00 \%$ | $100.00 \%$ |
| Angle of rotations | 540 | $91.90(6.98) \%$ | $46.29 \%$ | $99.97 \%$ |
| Time of rotations | 540 | $68.67(16.59) \%$ | $0.00 \%$ | $99.77 \%$ |



Figure 9. Boxplot of experimental results by measurement element. The blue box indicates the interquartile range from 25 percentile to 75 percentile. The orange line is the median value.

Figure 9 is a visualization of Table 2 and shows the accuracy and standard deviation for each measurement element in the entire dataset used in the experiment $(\mathrm{N}=540)$. In detail, as can be easily seen, the number of rotations showed very high accuracy of $99.21 \%$,
while the angle of rotations also showed high accuracy of $91 \%$. However, the time of rotations shows relatively low accuracy at $68.67 \%$, which is considered to be the compliance accuracy considering that the FPS of the input device used in the system proposed in this study was 30 and the unit of measurement of the time of rotations was ms.

Additionally, when we classified the experimental results by task, they appear as shown in Table 3. The MAPEs for the inference value $(\mathrm{N}=18)$ of the right hand and the left hand are repeated three times for each distance of $97 \mathrm{~cm}, 77 \mathrm{~cm}$, and 57 cm . To explain the accuracy evaluation metric mentioned in Experiment Section 4 again easily, when the predicted value is 11 but the ground-truth value is 10 , accuracy is $90 \%$; likewise, when the predicted value is $110^{\circ}$, accuracy is equally $90 \%$ when the ground-truth value is $100^{\circ}$. At this time, the sample ( N ) values are all ones. As such, this calculation method has the advantage of conveniently comparing performance between measurement indicators by expressing measurement indicators with different units as percentages, but it is not easy to understand how many errors occurred in the number of rotations or how many degrees of error the angle of rotations had. For this reason, MAE, which can represent actual errors, is additionally indicated in Table 3. MAE was calculated using Equation (9), where $A_{t}$ means ground-truth value and $F_{t}$ is the value predicted by this system when calculating accuracy.

$$
\begin{equation*}
M A E=\frac{\sum\left|A_{t}-F_{t}\right|}{A_{t}} \tag{9}
\end{equation*}
$$

The meaning of the MAE evaluation metric can be explained by an example situation for which the sample $(\mathrm{N})$ is one: When the ground truth of the number of rotations is 10 , if the predicted value is 11 , the MAE is expressed as 0.1 , indicating that the value of the error is 0.1 . When the ground truth of another measurement index, the angle of rotation, is 100 degrees, if the predicted value is 110 degrees, MAE is expressed as 10 , and the known error angle means 10 degrees. Likewise, the MAE of the time of rotation is also expressed with the measured unit (ms), indicating the actual absolute error value in the same unit as the measurement index.

Table 3. Accuracy and MAE results between ground-truth dataset and predicted values by task.

| Task (N) | Evaluation Metric | Number of Rotations | Angle of Rotation | Time of Rotation |
| :---: | :---: | :---: | :---: | :---: |
| Task 1 (18) | Accuracy | 100.00 (0.00)\% | 94.88 (3.49)\% | 85.13 (1.29)\% |
|  | MAE | 0.00 | $9.21{ }^{\circ}$ | 4.52 (ms) |
| Task 2 (18) | Accuracy | 100.00 (0.00)\% | 94.16 (3.15)\% | 74.06 (2.84)\% |
|  | MAE | 0.00 | $7.13{ }^{\circ}$ | 5.47 (ms) |
| Task 3 (18) | Accuracy | 100.00 (0.00)\% | 94.88 (2.50)\% | 69.51 (4.69)\% |
|  | MAE | 0.00 | $5.26{ }^{\circ}$ | 5.65 (ms) |
| Task 4 (18) | Accuracy | 100.00 (0.00)\% | 93.80 (5.26)\% | 85.13 (9.75)\% |
|  | MAE | 0.00 | $5.16{ }^{\circ}$ | 4.83 (ms) |
| Task 5 (18) | Accuracy | 100.00 (0.00)\% | 91.54 (3.73)\% | 74.06 (6.94)\% |
|  | MAE | 0.00 | $5.41{ }^{\circ}$ | 4.53 (ms) |
| Task 6 (18) | Accuracy | 100.00 (0.00)\% | 80.60 (4.52)\% | 69.51 (7.88)\% |
|  | MAE | 0.00 | $8.66{ }^{\circ}$ | 3.82 (ms) |
| Task 7 (18) | Accuracy | 100.00 (0.00)\% | 94.93 (3.45)\% | 76.12 (1.46)\% |
|  | MAE | 0.00 | $9.13{ }^{\circ}$ | 7.25 (ms) |
| Task 8 (18) | Accuracy | 100.00 (0.00)\% | 89.76 (2.71)\% | 64.08 (2.65)\% |
|  | MAE | 0.00 | $12.50^{\circ}$ | 7.68 (ms) |
| Task 9 (18) | Accuracy | 100.00 (0.00)\% | 93.72 (2.03)\% | 59.46 (3.75)\% |
|  | MAE | 0.00 | $6.57^{\circ}$ | 7.57 (ms) |

Table 3. Cont.

| Task(N) | Evaluation Metric | Number of Rotations | Angle of Rotations | Time of Rotations |
| :---: | :---: | :---: | :---: | :---: |
| Task 10 (18) | Accuracy | 100.00 (0.00)\% | 93.12 (4.43)\% | 51.73 (5.54)\% |
|  | MAE | 0.00 | $5.73{ }^{\circ}$ | 7.55 (ms) |
| Task 11 (18) | Accuracy | 100.00 (0.00)\% | 92.37 (4.02)\% | 43.43 (5.25)\% |
|  | MAE | 0.00 | $4.88^{\circ}$ | 7.24 (ms) |
| Task 12 (18) | Accuracy | 93.33 (10.28)\% | 80.37 (5.39)\% | 21.43 (14.36)\% |
|  | MAE | 0.67 | $8.77^{\circ}$ | 7.95 (ms) |
| Task 13 (18) | Accuracy | 100.00 (0.00)\% | 94.22 (3.70)\% | 87.04 (0.85)\% |
|  | MAE | 0.00 | $10.42^{\circ}$ | 4.60 (ms) |
| Task 14 (18) | Accuracy | 100.00 (0.00)\% | 93.09 (2.79)\% | 83.67 (2.60)\% |
|  | MAE | 0.00 | $8.44{ }^{\circ}$ | 4.98 (ms) |
| Task 15 (18) | Accuracy | 100.00 (0.00)\% | 94.56 (1.67)\% | 83.10 (2.45)\% |
|  | MAE | 0.00 | $5.70^{\circ}$ | 4.97 (ms) |
| Task 16 (18) | Accuracy | 100.00 (0.00)\% | 93.74 (5.17)\% | 82.99 (3.38)\% |
|  | MAE | 0.00 | $5.22^{\circ}$ | 4.82 (ms) |
| Task 17 (18) | Accuracy | 97.77 (7.32)\% | 93.24 (4.36)\% | 85.55 (3.48)\% |
|  | MAE | 0.22 | $4.33^{\circ}$ | 3.98 (ms) |
| Task 18 (18) | Accuracy | 90.00 (18.47)\% | 69.18 (11.73)\% | 86.37 (8.68)\% |
|  | MAE | 1.00 | $13.76{ }^{\circ}$ | 3.62 (ms) |
| Task 19 (18) | Accuracy | 100.00 (0.00)\% | 97.10 (2.19)\% | 84.32 (0.52)\% |
|  | MAE | 0.00 | $4.65{ }^{\circ}$ | 4.30 (ms) |
| Task 20 (18) | Accuracy | 100.00 (0.00)\% | 94.47 (1.59)\% | 76.92 (2.32)\% |
|  | MAE | 0.00 | $6.10^{\circ}$ | 4.50 (ms) |
| Task 21 (18) | Accuracy | 100.00 (0.00)\% | 94.71 (2.48)\% | 76.10 (2.36) \% |
|  | MAE | 0.00 | $5.36{ }^{\circ}$ | 4.29 (ms) |
| Task 22 (18) | Accuracy | 100.00 (0.00)\% | 93.42 (4.51)\% | 68.25 (3.36)\% |
|  | MAE | 0.00 | $5.74{ }^{\circ}$ | 5.06 (ms) |
| Task 23 (18) | Accuracy | 99.44 (2.35)\% | 92.74 (4.26)\% | 63.33 (5.12)\% |
|  | MAE | 0.06 | $5.51{ }^{\circ}$ | 5.15 (ms) |
| Task 24 (18) | Accuracy | 99.44 (3.35)\% | 95.16 (3.49)\% | 56.05 (8.75)\% |
|  | MAE | 0.06 | $3.12^{\circ}$ | 5.38 (ms) |
| Task 25 (18) | Accuracy | 99.62 (1.57)\% | 95.72 (3.06)\% | 72.53 (9.05)\% |
|  | MAE | 0.06 | $6.61{ }^{\circ}$ | 9.42 (ms) |
| Task 26 (18) | Accuracy | 100.00 (0.00)\% | 89.22 (4.35)\% | 67.07 (12.84)\% |
|  | MAE | 0.00 | $11.47^{\circ}$ | 9.52 (ms) |
| Task 27 (18) | Accuracy | 99.62 (1.57)\% | 92.65 (3.86)\% | 67.53 (13.68)\% |
|  | MAE | 0.06 | $7.28^{\circ}$ | 9.05 (ms) |
| Task 28 (18) | Accuracy | 100.00 (0.00)\% | 92.31 (5.12)\% | 61.09 (16.08)\% |
|  | MAE | 0.00 | $6.85{ }^{\circ}$ | 10.39 (ms) |
| Task 29 (18) | Accuracy | 99.25 (2.15)\% | 92.97 (5.11)\% | 60.72 (19.51)\% |
|  | MAE | 0.11 | $5.50{ }^{\circ}$ | 9.83 (ms) |
| Task 30 (18) | Accuracy | 97.96 (4.14)\% | 94.41 (4.30)\% | 59.14 (21.73)\% |
|  | MAE | 0.28 | $3.88{ }^{\circ}$ | 9.80 (ms) |
| Total (540) | Accuracy | 99.21 (4.64)\% | 91.91 (6.98)\% | 68.68 (16.60)\% |
|  | MAE | 0.08 | $6.95{ }^{\circ}$ | 6.26 (ms) |

The results of the accuracy and MAE performance indicators for each task can be found in Table 3. As previously confirmed through Figure 9, the number of rotations shows high accuracy regardless of the task number, and in the case of the angle of rotation, an error of $6.95^{\circ}$ occurs on average, which confirms the tendency of having a lower accuracy based due to an increased ratio when the angle of rotation of the ground truth is small. In addition, it can be seen that the time of rotation metric shows a similar trend, and the characteristic part represents larger MAEs from Task 25 to Task 30, which corresponds to the fifth hypothesis of Section 4. Finally, the average accuracy of each variable in the task configuration is shown as follows in Table 4.

Table 4. Accuracy results between ground-truth dataset and predicted values by variable.

| Variable | Value (N) | Number of Rotations | Angle of Rotation | Time of Rotation |
| :---: | :---: | :---: | :---: | :---: |
| Hand | Left (270) | 99.17 (3.64)\% | 93.33 (6.93)\% | 71.10 (16.07)\% |
|  | Right (270) | 99.26 (5.47)\% | 90.48 (6.75)\% | 66.26 (16.79)\% |
| Number of rotations | 10 (486) | 99.26 (4.81)\% | 91.44 (7.18)\% | 67.49 (17.04)\% |
|  | 15 (54) | 99.01 (2.72)\% | 96.08 (2.18)\% | 79.39 (3.62)\% |
| TOK | 0 (360) | 99.11 (5.41)\% | 91.72 (7.80)\% | 72.94 (14.28)\% |
|  | 50 (126) | 99.26 (2.79)\% | 93.39 (4.78)\% | 64.52 (18.55)\% |
|  | 100 (54) | 99.81 (1.36)\% | 89.68 (4.37)\% | 49.97 (9.34)\% |
| TBR | 0 (324) | 99.26 (5.17)\% | 91.98 (7.78)\% | 75.33 (11.00)\% |
|  | 30 (54) | 99.81 (1.36)\% | 89.68 (4.37)\% | 49.97 (9.34)\% |
|  | 50 (162) | 98.93 (4.21)\% | 92.50 (5.77)\% | 61.60 (19.84)\% |
| TCA | 0 (324) | 99.57 (2.91)\% | 92.33 (5.72)\% | 64.64 (15.98)\% |
|  | 30 (54) | 99.81 (1.36)\% | 89.68 (4.37)\% | 49.97 (9.34)\% |
|  | 50 (162) | 98.31 (7.30)\% | 91.81 (9.44)\% | 82.99 (4.94)\% |
| ACA | $-4.84^{\circ}(9)$ | 100.00 (0.00)\% | 95.16 (3.65)\% | 63.91 (0.71)\% |
|  | $-4.4{ }^{\circ}(24)$ | 99.72 (1.36)\% | 97.03 (2.30)\% | 83.08 (2.15)\% |
|  | $-3.08^{\circ}(9)$ | 100.00 (0.00)\% | 85.46 (2.60)\% | 54.69 (2.15)\% |
|  | $-2.6^{\circ}(24)$ | 100.00 (0.00)\% | 93.98 (1.71)\% | 77.95 (2.37)\% |
|  | $-1.32^{\circ}(9)$ | 100.00 (0.00)\% | 89.19 (1.06)\% | 54.45 (1.90)\% |
|  | $-0.88^{\circ}(24)$ | 99.72 (1.36)\% | 94.92 (2.36)\% | 78.08 (3.23)\% |
|  | $0^{\circ}(342)$ | 98.98 (5.66)\% | 90.94 (7.98)\% | 69.42 (17.72)\% |
|  | $0.88^{\circ}$ (24) | 100.00 (0.00)\% | 94.25 (4.12)\% | 71.82 (4.59)\% |
|  | $1.32^{\circ}(9)$ | 100.00 (0.00)\% | 87.42 (1.04)\% | 45.59 (2.60)\% |
|  | $2.6{ }^{\circ}(24)$ | 99.44 (1.88)\% | 94.30 (4.51)\% | 68.58 (9.48)\% |
|  | $3.08^{\circ}(9)$ | 100.00 (0.00)\% | 88.11 (1.15)\% | 42.13 (3.43)\% |
|  | $4.4{ }^{\circ}(24)$ | 98.47 (3.68)\% | 95.70 (3.05)\% | 64.00 (14.21)\% |
|  | $4.84^{\circ}$ (9) | 98.89 (3.33)\% | 92.75 (5.47)\% | 39.04 (7.71)\% |

## 6. Discussion

In this paper, we define measurement behavior for extraction technology and propose an image-processing-technology-based measurement system for novel behavior indicators needed for early screening of cognitive-ability-based diseases. The measurement motion of hand rotation places less physical burden on the subject and enables periodic examination because of its low learning effect. The system uses a web camera to minimize psychological barriers that may arise during cognitive ability screening tests through unfamiliar instruments. In addition, to verify the validity of the technology, we formulated hypotheses for situations that may occur during hand rotation and established a hand rotation groundtruth dataset for experimentation. As a result of the experiment, the number of rotations and angle of rotation indicators, excluding time of rotation, showed average accuracies of
more than $90 \%$, and the time of rotation indicator also has a convincing average accuracy considering that the input image was measured every 0.03 s on 30 FPS video. In particular, it is also encouraging that the analysis of the experimental results of the angle of rotation according to task variables TCA and ACA, which indicate the variability in hand rotation angle, increase or decrease based on hand rotation angles that can occur during actual hand rotation, for which case they show at least $85 \%$ accuracy.

First, it is necessary to clearly understand the structure of the ground-truth dataset proposed in this paper. As mentioned in Section 4, we perform 30 tasks three times at three distances to provide 270 image data points and 540 structured data points (.csv) for each right and left hand in the image. Since it is good to be able to learn as many cases as possible in the training set for machine learning, we initially recommend randomly selecting two out of three trials and including them in the training set. In other words, the training set should have at least 180 image data points, including all tasks at all distances, and the 360 pieces of structured data corresponding to them. Next, the test set is selected from the remaining trials that were excluded from the training set. At this time, in order to ensure that all variables are properly included in the test set, 60 image data points and 120 structured data points are formed as a test set by arbitrarily selecting two out of three distances for each task, and for the remaining data not included in the test set, it is recommended that the data be assigned to the training set: the final training set is 210 image data points and 420 structured data points, and the test set is 60 image data points and 120 structured data points for a training to test ratio of 8 to 2 .

Unfortunately, in the case of the experiments conducted in this study, there is significant diversity of tasks and inadequate segments in the blurred part. First, in the case of tasks performed by the experimental robot arm, the data do not fully cover the numerous cases that can occur when a person performs a hand turn. The second limitation is the limit to the experimental robot's axial freedom. In humans, for example, as the hand rotates, the gap between the two hands gradually increases, several joints of the arms move at the same time, and the wrist joints move forward (along with the axis of rotation). However, this study focuses on the definition of hand rotation, the development of hand rotation recognition technology, and the establishment of hand movement ground-truth data, and it does not replicate situations that may occur in all hand rotation movements. We think it is possible to implement more diverse situations by increasing the performance of and the number of motors constituting the experimental robot in future studies. Another problem was the reduction in measurement accuracy due to blurring of input images. In this study, because a webcam was used as a subject-friendly device, there was an inevitable problem with deterioration of the quality of the input images because of camera performance. However, this problem could be solved by adding a preprocessing process for input images through the addition of a blur restoration deep learning model to the system configuration rather than changing the input device in subsequent studies.

## 7. Conclusions

We proposed image-processing-based behavioral data measurement technology that can be used for cognitive ability screening. Our system used a web camera to minimize psychological barriers to the subject and to reduce physical risk while collecting behavioral data. We first defined the measurement motion as hand rotation with the back of the hand facing the subject's face and the palm facing the camera, and then hand rotation with the palm facing the subject and the back of the hand facing the camera. We then selected the number of hand rotations, hand rotation angle, and hand rotation time as measurement indicators. Next, we implemented measurement technology using image processing technology. First, using the MediaPipe hand model, we calculated measurement elements through Euler angles and pattern analysis in quaternion as a preprocessing process for rotating body transformation with hand recognition and, secondly, to Euler angles for three-dimensional behavior inference. After that, we developed a robot arm that can perform quantitative hand rotation to verify the validity of such measurement
technology. We established 30 tasks based on five hypotheses that can occur during actual hand rotation and built a ground-truth dataset to conduct the experiment. Experimental results showed that the accuracy for the number of hand rotations, hand rotation angle, and hand rotation time were $99.21 \%, 91.90 \%$, and $68.67 \%$, respectively. The use of the behavioral data measurement technology proposed in this study is significant in that it makes it possible to measure quantitative indicators that can be used for diagnostic screening and prognosis prediction for diseases related to cognitive ability caused by an aging population. It also has advantages in that it uses simple hand behavior and measures behavior data using measurement devices familiar to the subject; thus, the results are not affected by the subject's physical risk burden and the psychological barrier generation caused by unfamiliar measurement devices. In addition, given that it is difficult to find an video dataset that shares quantitative momentum in the existing image processing field, we expect the hand motion ground-truth dataset used in this study can be used for kinetic and video-based motion research within the image processing field.
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